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Documentation and Release Notes

To obtain the most current version of all Juniper Networks® technical documentation,
see the product documentation page on the Juniper Networks website at
http://www.juniper.net/techpubs/.

If the information in the latest release notes differs from the information in the
documentation, follow the product Release Notes.

Juniper Networks Books publishes books by Juniper Networks engineers and subject
matter experts. These books go beyond the technical documentation to explore the
nuances of network architecture, deployment, and administration. The current list can
be viewed at http:/www.juniper.net/books.

Supported Platforms

For the features described in this document, the following platforms are supported:
» ACX Series

« JSeries

« SRX Series

» T Series

« MX Series

« M Series
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Using the Examples in This Manual

If you want to use the examples in this manual, you can use the load merge or the load
merge relative command. These commands cause the software to merge the incoming
configuration into the current candidate configuration. The example does not become
active until you commit the candidate configuration.

If the example configuration contains the top level of the hierarchy (or multiple
hierarchies), the example is a full example. In this case, use the load merge command.

If the example configuration does not start at the top level of the hierarchy, the example
is a snippet. In this case, use the load merge relative command. These procedures are
described in the following sections.

Merging a Full Example

To merge a full example, follow these steps:

1. From the HTML or PDF version of the manual, copy a configuration example into a
text file, save the file with a name, and copy the file to a directory on your routing
platform.

For example, copy the following configuration to a file and name the file ex-script.conf.
Copy the ex-script.conf file to the /var/tmp directory on your routing platform.

system {
scripts {
commit {
file ex-script.xsl;
1
1
1

interfaces {
fxpO {
disable;
unit O {
family inet {
address 10.0.0.1/24;
}
1
1
}

2. Merge the contents of the file into your routing platform configuration by issuing the
load merge configuration mode command:

[edit]
user@host# load merge /var/tmp/ex-script.conf
load complete
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Merging a Snippet
To merge a snippet, follow these steps:

1. Fromthe HTML or PDF version of the manual, copy a configuration snippet into a text
file, save the file with a name, and copy the file to a directory on your routing platform.

For example, copy the following snippet to a file and name the file
ex-script-snippet.conf. Copy the ex-script-snippet.conf file to the /var/tmp directory
on your routing platform.

commit {
file ex-script-snippet.xsl; }

2. Move to the hierarchy level that is relevant for this snippet by issuing the following
configuration mode command:

[edit]
user@host# edit system scripts
[edit system scripts]

3. Merge the contents of the file into your routing platform configuration by issuing the
load merge relative configuration mode command:

[edit system scripts]
user@host# load merge relative /var/tmp/ex-script-snippet.conf
load complete

For more information about the load command, see the CL/ User Guide.

Documentation Conventions

Table 1T on page xxi defines notice icons used in this guide.

Table 1: Notice Icons

Icon Meaning Description

e Informational note Indicates important features or instructions.
g Caution Indicates a situation that might result in loss of data or hardware damage.
a Warning Alerts you to the risk of personal injury or death.
% Laser warning Alerts you to the risk of personal injury from a laser.

Table 2 on page xxii defines the text and syntax conventions used in this guide.
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Table 2: Text and Syntax Conventions

Convention

Bold text like this

Description

Represents text that you type.

Examples

To enter configuration mode, type
theconfigure command:

user@host> configure

Fixed-width text like this

Represents output that appears on the
terminal screen.

user@host> show chassis alarms

No alarms currently active

Italic text like this « Introduces or emphasizes important « Apolicy term is a named structure
new terms. that defines match conditions and
« |dentifies book names. actions.
« Identifies RFC and Internet draft titles.  * JUnos OS System Basics Configuration
Guide
« RFC1997 BGP Communities Attribute
Italic text like this Represents variables (options for which ~ Configure the machine’s domain name:
you substitute a value) in commands or
configuration statements. [edit]
root@# set system domain-name
domain-name
Text like this Represents names of configuration « To configure a stub area, include the

statements, commands, files, and
directories; configuration hierarchy levels;
or labels on routing platform
components.

stub statement at the[edit protocols
ospf area area-id] hierarchy level.

« Theconsole portislabeled CONSOLE.

< > (angle brackets)

Enclose optional keywords or variables.

stub <default-metric metric>;

| (pipe symbol)

Indicates a choice between the mutually
exclusive keywords or variables on either
side of the symbol. The set of choices is
often enclosed in parentheses for clarity.

broadcast | multicast

(string1 | string2 | string3)

# (pound sign)

Indicates a comment specified on the
same line as the configuration statement
to which it applies.

rsvp { # Required for dynamic MPLS only

[ 1 (square brackets)

Enclose a variable for which you can
substitute one or more values.

community name members [
community-ids ]

Indention and braces ({})

Identify a level in the configuration
hierarchy.

; (semicolon)

Identifies a leaf statement at a
configuration hierarchy level.

[edit]
routing-options {
static {
route default {
nexthop address;
retain;
1
1
}

GUI Conventions

xXii
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Table 2: Text and Syntax Conventions (continued)

Convention Description Examples
Bold text like this Represents graphical userinterface (GUI) « Inthe Logical Interfaces box, select
items you click or select. All Interfaces.
« To cancel the configuration, click
Cancel.
> (bold right angle bracket) Separates levels in a hierarchy of menu In the configuration editor hierarchy,
selections. select Protocols>Ospf.

Documentation Feedback

We encourage you to provide feedback, comments, and suggestions so that we can
improve the documentation. You can send your comments to
techpubs-comments@juniper.net, or fill out the documentation feedback form at
https://www.juniper.net/cgi-bin/docbugreport/ . If you are using e-mail, be sure to include
the following information with your comments:

« Document or topic name
« URL or page number

. Software release version (if applicable)

Requesting Technical Support

Technical product support is available through the Juniper Networks Technical Assistance
Center (JTAC). If you are a customer with an active J-Care or JNASC support contract,
or are covered under warranty, and need post-sales technical support, you can access
our tools and resources online or open a case with JTAC.

« JTAC policies—For a complete understanding of our JTAC procedures and policies,
review the JTAC User Guide located at
http://www.juniper.net/us/en/local/pdf/resource-guides/7100059-en.pdf.

« Product warranties—For product warranty information, visit
http://www.juniper.net/support/warranty/.

« JTAC hours of operation—The JTAC centers have resources available 24 hours a day,
7 days a week, 365 days a year.

Self-Help Online Tools and Resources

For quick and easy problem resolution, Juniper Networks has designed an online
self-service portal called the Customer Support Center (CSC) that provides you with the
following features:

« Find CSC offerings: http://www.juniper.net/customers/support/

« Search for known bugs: http://www2.juniper.net/kb/
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« Find product documentation: http://www.juniper.net/techpubs/
. Find solutions and answer questions using our Knowledge Base: http://kb.juniper.net/

. Download the latest versions of software and review release notes:
http://www.juniper.net/customers/csc/software/

« Search technical bulletins for relevant hardware and software notifications:
https://www.juniper.net/alerts/

« Join and participate in the Juniper Networks Community Forum:
http://www.juniper.net/company/communities/

« Open a case online in the CSC Case Management tool: http://www.juniper.net/cm/

To verify service entitlement by product serial number, use our Serial Number Entitlement
(SNE) Tool: https://tools.juniper.net/SerialNumberEntitlementSearch/

Opening a Case with JTAC

You can open a case with JTAC on the Web or by telephone.

« Use the Case Management tool in the CSC at http://www.juniper.net/cm/.

. Call1-888-314-JTAC (1-888-314-5822 toll-free in the USA, Canada, and Mexico).

For international or direct-dial options in countries without toll-free numbers, see
http://www.juniper.net/support/requesting-support.html.
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PART 1

Overview

« Introduction to BGP on page 3
« BGP Standards on page 13
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CHAPTERI1

INntroduction to BGP

« Understanding BGP on page 3
« BGP Routes Overview on page 6
« BGP Messages Overview on page 7

» Understanding BGP Path Selection on page 8

Understanding BGP

BGP is an exterior gateway protocol (EGP) that is used to exchange routing information
among routers in different autonomous systems (ASs). BGP routing information includes
the complete route to each destination. BGP uses the routing information to maintain a
database of network reachability information, which it exchanges with other BGP systems.
BGP uses the network reachability information to construct a graph of AS connectivity,

which enables BGP to remove routing loops and enforce policy decisions at the AS level.

Multiprotocol BGP (MBGP) extensions enable BGP to support IP version 6 (IPv6). MBGP
defines the attributes MP_REACH_NLRIand MP_UNREACH_NLRI, which are used to carry
IPv6 reachability information. Network layer reachability information (NLRI) update
messages carry IPv6 address prefixes of feasible routes.

BGP allows for policy-based routing. You can use routing policies to choose among
multiple paths to a destination and to control the redistribution of routing information.

BGP uses TCP as its transport protocol, using port 179 for establishing connections.
Running over a reliable transport protocol eliminates the need for BGP to implement
update fragmentation, retransmission, acknowledgment, and sequencing.

The Junos OS routing protocol software supports BGP version 4. This version of BGP
adds support for Classless Interdomain Routing (CIDR), which eliminates the concept
of network classes. Instead of assuming which bits of an address represent the network
by looking at the first octet, CIDR allows you to explicitly specify the number of bits in
the network address, thus providing a means to decrease the size of the routing tables.
BGP version 4 also supports aggregation of routes, including the aggregation of AS paths.

This section discusses the following topics:

« Autonomous Systems on page 4

« AS Paths and Attributes on page 4
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« External and Internal BGP on page 4

» Multiple Instances of BGP on page 5

Autonomous Systems

An autonomous system (AS) is a set of routers that are under a single technical
administration and normally use a single interior gateway protocol and a common set
of metrics to propagate routing information within the set of routers. To other ASs, an
AS appears to have a single, coherent interior routing plan and presents a consistent
picture of what destinations are reachable through it.

AS Paths and Attributes

Therouting information that BGP systems exchange includes the complete route to each
destination, as well as additional information about the route. The route to each
destination is called the AS path, and the additional route information is included in path
attributes. BGP uses the AS path and the path attributes to completely determine the
network topology. Once BGP understands the topology, it can detect and eliminate
routing loops and select among groups of routes to enforce administrative preferences
and routing policy decisions.

External and Internal BGP

BGP supports two types of exchanges of routing information: exchanges among different
ASs and exchanges within a single AS. When used among ASs, BGP is called external
BGP (EBGP) and BGP sessions perform inter-AS routing. When used within an AS, BGP
is called internal BGP (IBGP) and BGP sessions perform intra-AS routing.

Figure 1 on page 4 illustrates ASs, IBGP, and EBGP.

Figure 1: ASs, EBGP, and IBGP

017005

A BGP system shares network reachability information with adjacent BGP systems, which
are referred to as neighbors or peers.

BGP systems are arranged into groups. In an IBGP group, all peers in the group—called
internal peers—are in the same AS. Internal peers can be anywhere in the local AS and
do not have to be directly connected to one another. Internal groups use routes from an
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IGP to resolve forwarding addresses. They also propagate external routes among all
other internal routers running IBGP, computing the next hop by taking the BGP next hop
received with the route and resolving it using information from one of the interior gateway
protocols.

In an EBGP group, the peers in the group—called external peers—are in different ASs and
normally share a subnet. In an external group, the next hop is computed with respect to
the interface that is shared between the external peer and the local router.

Multiple Instances of BGP

Related
Documentation

You can configure multiple instances of BGP at the following hierarchy levels:

« [edit routing-instances routing-instance-name protocols]
« [edit logical-systems logical-system-name routing-instances routing-instance-name
protocols]

Multiple instances of BGP are primarily used for Layer 3 VPN support.

IGP peers and external BGP (EBGP) peers (both nonmultihop and multihop) are all
supported for routing instances. BGP peering is established over one of the interfaces
configured under the routing-instances hierarchy.

e NOTE: WhenaBGP neighbor sends BGP messages to the local routing device,
the incoming interface on which these messages are received must be
configured in the same routing instance that the BGP neighbor configuration
existsin. Thisis true for neighbors that are a single hop away or multiple hops
away.

Routes learned from the BGP peer are added to the instance-name.inet.0 table by default.
You can configure import and export policies to control the flow of information into and
out of the instance routing table.

For Layer 3 VPN support, configure BGP on the provider edge (PE) router to receive routes
from the customer edge (CE) router and to send the instances’ routes to the CE router
if necessary. You can use multiple instances of BGP to maintain separate per-site
forwarding tables for keeping VPN traffic separate on the PE router.

You can configure import and export policies that allow the service provider to control
and rate-limit traffic to and from the customer.

You can configure an EBGP multihop session for a VRF routing instance. Also, you can
set up the EBGP peer between the PE and CE routers by using the loopback address of
the CE router instead of the interface addresses.

. BGP Routes Overview on page 6

« BGP Messages Overview on page 7
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BGP Routes Overview

Related
Documentation

A BGP route is a destination, described as an IP address prefix, and information that
describes the path to the destination.

The following information describes the path:

« AS path, which s a list of numbers of the ASs that a route passes through to reach the
local router. The first number in the path is that of the last AS in the path—the AS
closest to the local router. The last number in the path is the AS farthest from the local
router, which is generally the origin of the path.

. Path attributes, which contain additional information about the AS path that is used
in routing policy.

BGP peers advertise routes to each other in update messages.

BGP stores its routes in the Junos OS routing table (inet.0). The routing table stores the
following information about BGP routes:

« Routing information learned from update messages received from peers
« Local routing information that BGP applies to routes because of local policies

« Information that BGP advertises to BGP peers in update messages

For each prefix in the routing table, the routing protocol process selects a single best
path, called the active path. Unless you configure BGP to advertise multiple paths to the
same destination, BGP advertises only the active path.

The BGP router that first advertises a route assigns it one of the following values to
identify its origin. During route selection, the lowest origin value is preferred.

« O0—Therouter originally learned the route through an IGP (OSPF, IS-IS, or a static route).
. 1—The router originally learned the route through an EGP (most likely BGP).

« 2—The route's origin is unknown.

« Understanding BGP Path Selection on page 8
« Example: Advertising Multiple Paths in BGP on page 372
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BGP Messages Overview

Open Messages

Update Messages

All BGP messages have the same fixed-size header, which contains a marker field that
is used for both synchronization and authentication, a length field that indicates the
length of the packet, and a type field that indicates the message type (for example, open,
update, notification, keepalive, and so on).

This section discusses the following topics:

« Open Messages on page 7
- Update Messages on page 7
« Keepalive Messages on page 8

» Notification Messages on page 8

After a TCP connection is established between two BGP systems, they exchange BGP
open messages to create a BGP connection between them. Once the connection is
established, the two systems can exchange BGP messages and data traffic.

Open messages consist of the BGP header plus the following fields:

« Version—The current BGP version number is 4.

« Local AS number—You configure this by including the autonomous-system statement
at the [edit routing-options] or [edit logical-systems logical-system-name routing-options]
hierarchy level.

« Hold time—Proposed hold-time value. You configure the local hold time with the BGP
hold-time statement.

. BGP identifier—IP address of the BGP system. This address is determined when the
system starts and is the same for every local interface and every BGP peer. You can
configure the BGP identifier by including the router-id statement at the [edit
routing-options] or [edit logical-systems logical-system-name routing-options] hierarchy
level. By default, BGP uses the IP address of the first interface it finds in the router.

. Parameter field length and the parameter itself—These are optional fields.

BGP systems send update messages to exchange network reachability information. BGP
systems use this information to construct a graph that describes the relationships among
all known ASs.

Update messages consist of the BGP header plus the following optional fields:

. Unfeasible routes length—Length of the withdrawn routes field

. Withdrawn routes—IP address prefixes for the routes being withdrawn from service
because they are no longer deemed reachable
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Keepalive Messages

. Total path attribute length—Length of the path attributes field; it lists the path attributes
for a feasible route to a destination

. Path attributes—Properties of the routes, including the path origin, the multiple exit
discriminator (MED), the originating system’s preference for the route, and information
about aggregation, communities, confederations, and route reflection

. Network layer reachability information (NLRI)—IP address prefixes of feasible routes
being advertised in the update message

BGP systems exchange keepalive messages to determine whether a link or host has
failed or is no longer available. Keepalive messages are exchanged often enough so that
the hold timer does not expire. These messages consist only of the BGP header.

Notification Messages

Related
Documentation

BGP systems send notification messages when an error condition is detected. After the
message is sent, the BGP session and the TCP connection between the BGP systems
are closed. Notification messages consist of the BGP header plus the error code and
subcode, and data that describes the error.

. Understanding BGP on page 3

. BGP Routes Overview on page 6

Understanding BGP Path Selection

For each prefix in the routing table, the routing protocol process selects a single best
path. After the best path is selected, the route is installed in the routing table. The best
path becomes the active route if the same prefix is not learned by a protocol with a lower
(more preferred) global preference value, also known as the administrative distance.
The algorithm for determining the active route is as follows:

1. Verify that the next hop can be resolved.

2. Choose the path with the lowest preference value (routing protocol process
preference).

Routes that are not eligible to be used for forwarding (for example, because they were
rejected by routing policy or because a next hop is inaccessible) have a preference of
—1 and are never chosen.

3. Prefer the path with higher local preference.
For non-BGP paths, choose the path with the lowest preference2 value.

4. If the accumulated interior gateway protocol (AIGP) attribute is enabled, prefer the
path with the lower AIGP attribute.

5. Prefer the path with the shortest autonomous system (AS) path value (skipped if the
as-path-ignore statement is configured).
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A confederation segment (sequence or set) has a path length of 0. An AS set has a
path length of 1.

6. Prefer the route with the lower origin code.

Routes learned from an IGP have a lower origin code than those learned from an
exterior gateway protocol (EGP), and both have lower origin codes than incomplete
routes (routes whose origin is unknown).

7. Prefer the path with the lowest multiple exit discriminator (MED) metric.

Depending on whether nondeterministic routing table path selection behavior is
configured, there are two possible cases:

. If nondeterministic routing table path selection behavior is not configured (that is,
if the path-selection cisco-nondeterministic statement is not included in the BGP
configuration), for paths with the same neighboring AS numbers at the front of the
AS path, prefer the path with the lowest MED metric. To always compare MEDs
whether or not the peer ASs of the compared routes are the same, include the
path-selection always-compare-med statement.

- If nondeterministic routing table path selection behavior is configured (that is, the
path-selection cisco-nondeterministic statement is included in the BGP
configuration), prefer the path with the lowest MED metric.

Confederations are not considered when determining neighboring ASs. A missing MED
metric is treated as if a MED were present but zero.

0 NOTE: MED comparison works for single path selection withinan AS
(when the route does not include an AS path), though this usage Is
uncommon.

By default, only the MEDs of routes that have the same peer autonomous systems
(ASs) are compared. You can configure routing table path selection options to obtain
different behaviors.

8. Prefer strictly internal paths, which include IGP routes and locally generated routes
(static, direct, local, and so forth).

9. Prefer strictly external BGP (EBGP) paths over external paths learned through internal
BGP (IBGP) sessions.

10. Prefer the path whose next hop is resolved through the IGP route with the lowest
metric.
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0 NOTE: A path is considered a BGP equal-cost path (and will be used for
forwarding) if a tie-break is performed after the previous step. All paths
with the same neighboring AS, learned by a multipath-enabled BGP
neighbor, are considered.

BGP multipath does not apply to paths that share the same MED-plus-IGP
cost yet differ in IGP cost. Multipath path selection is based on the IGP
cost metric, even if two paths have the same MED-plus-IGP cost.

1. If both paths are external, prefer the currently active path to minimize route-flapping.
This rule is not used if any one of the following conditions is true:

- path-selection external-router-id is configured.
. Both peers have the same router ID.

- Either peeris a confederation peer.

- Neither path is the current active path.

12. Prefer a primary route over a secondary route. A primary route is one that belongs to
the routing table. A secondary route is one that is added to the routing table through
an export policy.

13. Prefer the path from the peer with the lowest router ID. For any path with an originator
ID attribute, substitute the originator ID for the router ID during router ID comparison.

14. Prefer the path with the shortest cluster list length. The length is O for no list.

15. Prefer the path from the peer with the lowest peer IP address.

Routing Table Path Selection

The shortest AS path step of the algorithm, by default, evaluates the length of the AS
path and determines the active path. You can configure an option that enables Junos
OS to skip this step of the algorithm by including the as-path-ignore option.

e NOTE: The as-path-ignore option is not supported for routing instances.

To configure routing table path selection behavior, include the path-selection statement:

path-selection {
(always-compare-med | cisco-non-deterministic | external-router-id);
as-path-ignore;
med-plus-igp {
igp-multiplier number;
med-multiplier number;
1
1

For a list of hierarchy levels at which you can include this statement, see the statement
summary section for this statement.
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Routing table path selection can be configured in one of the following ways:

« Emulate the Cisco IOS default behavior (cisco-non-deterministic). This mode evaluates
routes in the order that they are received and does not group them according to their
neighboring AS. With cisco-non-deterministic mode, the active path is always first. All
inactive, but eligible, paths follow the active path and are maintained in the order in
which they were received, with the most recent path first. Ineligible paths remain at
the end of the list.

As an example, suppose you have three path advertisements for the 192.168.1.0 /24
route:

- Path 1—learned through EBGP; AS Path of 65010; MED of 200
- Path 2—learned through IBGP; AS Path of 65020; MED of 150; IGP cost of 5
. Path 3—learned through IBGP; AS Path of 65010; MED of 100; IGP cost of 10

These advertisements are received in quick succession, within a second, in the order
listed. Path 3 is received most recently, so the routing device compares it against path
2, the next most recent advertisement. The cost to the IBGP peer is better for path 2,
so the routing device eliminates path 3 from contention. When comparing paths 1and
2,therouting device prefers path 1because it is received from an EBGP peer. This allows
the routing device to install path 1 as the active path for the route.

e NOTE: We do not recommend using this configuration option in your
network. Itis provided solely for interoperability to allow all routing devices
in the network to make consistent route selections.

« Always comparing MEDs whether or not the peer ASs of the compared routes are the
same (always-compare-med).

« Override the rule that If both paths are external, the currently active path is preferred
(external-router-id). Continue with the next step (Step 12) in the path-selection process.

« Adding the IGP cost to the next-hop destination to the MED value before comparing
MED values for path selection (med-plus-igp).

BGP multipath does not apply to paths that share the same MED-plus-IGP cost, yet
differ in IGP cost. Multipath path selection is based on the IGP cost metric, even if two
paths have the same MED-plus-IGP cost.

Effects of Advertising Multiple Paths to a Destination

BGP advertises only the active path, unless you configure BGP to advertise multiple paths
to a destination.

Suppose a routing device has in its routing table four paths to a destination and is
configured to advertise up to three paths (add-path send path-count 3). The three paths
are chosen based on path selection criteria. That is, the three best paths are chosen in
path-selection order. The best path is the active path. This path is removed from
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consideration and a new best path is chosen. This process is repeated until the specified
number of paths is reached.

Related . Example: Ignoring the AS Path Attribute When Selecting the Best Path on page 242

Documentation . Examples: Configuring BGP MED on page 78

. Example: Advertising Multiple BGP Paths to a Destination on page 371
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BGP Standards

Supported BGP Standards on page 13

Supported BGP Standards

Junos OS substantially supports the following RFCs and Internet drafts, which define
standards for IP version 4 (IPv4) BGP.

For a list of supported IP version 6 (IPv6) BGP standards, see Supported IPv6 Standards.

Junos OS BGP supports authentication for protocol exchanges (MD5 authentication).

RFC 1745, BGP4/IDRP for IP—OSPF Interaction

RFC 1772, Application of the Border Gateway Protocol in the Internet

RFC 1997, BGP Communities Attribute

RFC 2283, Multiprotocol Extensions for BGP-4

RFC 2385, Protection of BGP Sessions via the TCP MD5 Signature Option

RFC 2439, BGP Route Flap Damping

RFC 2545, Use of BGP-4 Multiprotocol Extensions for IPv6 Inter-Domain Routing
RFC 2796, BGP Route Reflection — An Alternative to Full Mesh IBGP

RFC 2858, Multiprotocol Extensions for BGP-4

RFC 2918, Route Refresh Capability for BGP-4

RFC 3065, Autonomous System Confederations for BGP

RFC 3107, Carrying Label Information in BGP-4

RFC 3392, Capabilities Advertisement with BGP-4

RFC 4271, A Border Gateway Protocol 4 (BGP-4)

RFC 4273, Definitions of Managed Objects for BGP-4

RFC 4360, BGP Extended Communities Attribute

RFC 4364, BGR/MPLS IP Virtual Private Networks (VPNs)

RFC 4456, BGP Route Reflection: An Alternative to Full Mesh Internal BGP (IBGP)
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RFC 4486, Subcodes for BGP Cease Notification Message
RFC 4659, BGP-MPLS IP Virtual Private Network (VPN) Extension for IPv6 VPN

RFC 4632, Classless Inter-domain Routing (CIDR): The Internet Address Assignment and
Aggregation Plan

RFC 4684, Constrained Route Distribution for Border Gateway Protocol/MultiProtocol
Label Switching (BGP/MPLS) Internet Protocol (IP) Virtual Private Networks (VPNs)

RFC 4724, Graceful Restart Mechanism for BGP
RFC 4760, Multiprotocol Extensions for BGP-4
RFC 4781, Graceful Restart Mechanism for BGP with MPLS

RFC 4798, Connecting IPv6 Islands over IPv4 MPLS Using IPv6 Provider Edge Routers
(6PE)

Option 4b (eBGP redistribution of labeled IPv6 routes from AS to neighboring AS) is
not supported.

RFC 4893, BGP Support for Four-octet AS Number Space

RFC 5004, Avoid BGP Best Path Transitions from One External to Another

RFC 5065, Autonomous System Confederations for BGP

RFC 5291, Outbound Route Filtering Capability for BGP-4 (partial support)

RFC 5292, Address-Prefix-Based Outbound Route Filter for BGP-4 (partial support)
Devices running Junos OS can receive prefix-based ORF messages.

RFC 5396, Textual Representation of Autonomous System (AS) Numbers

RFC 5492, Capabilities Advertisement with BGP-4

RFC 5668, 4-Octet AS Specific BGP Extended Community

RFC 6368, Internal BGP as the Provider/Customer Edge Protocol for BGP/MPLS IP Virtual
Private Networks (VPNs)

RFC 6810, The Resource Public Key Infrastructure (RPKI) to Router Protocol
RFC 6811, BGP Prefix Origin Validation

Internet draft draft-ietf-idr-add-paths-04.txt, Advertisement of Multiple Paths in BGP
(expires February 2011)

Internet draft draft-ietf-idr-aigp-06, The Accumulated IGP Metric Attribute for BGP
(expires December 2011)

Internet draft draft-ietf-idr-flow-spec-00.txt, Dissemination of flow specification rules

Internet draft draft-ietf-idr-link-bandwidth-01.txt, BGP Link Bandwidth Extended
Community (expires August 2010)

Internet draft draft-ietf-sidr-origin-validation-signaling-00, BGP Prefix Origin Validation
State Extended Community (partial support) (expires May 2011)
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The extended community (origin validation state) is supported in Junos OS routing
policy. The specified change in the route selection procedure is not supported.

Internet draft draft-kato-bgp-ipv6-link-local-00.txt, BGP4+ Peering Using IPv6 Link-local
Address

The following RFCs and Internet draft do not define standards, but provide information
about BGP and related technologies. The IETF classifies them variously as “Experimental”
or “Informational.”

Related .
Documentation

RFC 1965, Autonomous System Confederations for BGP
RFC 1966, BGP Route Reflection—An alternative to full mesh IBGP
RFC 2270, Using a Dedicated AS for Sites Homed to a Single Provider

Internet draft draft-ietf-ngtrans-bgp-tunnel-04.txt, Connecting IPv6 Islands across
IPv4 Clouds with BGP (expires July 2002)

Supported IPv6 Standards

Accessing Standards Documents on the Internet
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PART 2
Configuration

« Basic BGP Configuration on page 19

« BGP Path Attribute Configuration on page 65
« BGP Policy Configuration on page 193

« BGP BFD Configuration on page 329

« BGP Load Balancing Configuration on page 345
« IBGP Scaling Configuration on page 399

« BGP Security Configuration on page 429

« BGP Flap Configuration on page 477

« Multiprotocol BGP Configuration on page 517
« BGP CLNS Configuration on page 549

« BGP Monitoring Configuration on page 557

« BGP Configuration Statements on page 567

Copyright © 2013, Juniper Networks, Inc.



BGP Feature Guide for Routing Devices

Copyright © 2013, Juniper Networks, Inc.



CHAPTER 3

Basic BGP Configuration

« Examples: Configuring External BGP Peering on page 19
« Examples: Configuring Internal BGP Peering on page 42

Examples: Configuring External BGP Peering

« Understanding External BGP Peering Sessions on page 19
« Example: Configuring External BGP Point-to-Point Peer Sessions on page 20

« Example: Configuring External BGP on Logical Systems with IPv6 Interfaces on page 27

Understanding External BGP Peering Sessions

To establish point-to-point connections between peer autonomous systems (ASs), you
configure a BGP session on each interface of a point-to-point link. Generally, such sessions
are made at network exit points with neighboring hosts outside the AS. Figure 2 on page 19
shows an example of a BGP peering session.

Figure 2: BGP Peering Session

AS 10

AS3
~—BGP—

9015013

In Figure 2 on page 19, Router A is a gateway router for AS 3, and Router B is a gateway
router for AS 10. For traffic internal to either AS, an interior gateway protocol (IGP) is
used (OSPF, for instance). To route traffic between peer ASs, a BGP session is used.

You arrange BGP routing devices into groups of peers. Different peer groups can have
different group types, AS numbers, and route reflector cluster identifiers.

To define a BGP group that recognizes only the specified BGP systems as peers, statically
configure all the system’s peers by including one or more neighbor statements. The peer
neighbor’s address can be either an IPv6 or IPv4 address.

Copyright © 2013, Juniper Networks, Inc. 19



BGP Feature Guide for Routing Devices

As the number of external BGP (EBGP) groups increases, the ability to support a large
number of BGP sessions might become a scaling issue. The preferred way to configure
a large number of BGP neighbors is to configure a few groups consisting of multiple
neighbors per group. Supporting fewer EBGP groups generally scales better than
supporting a large number of EBGP groups. This becomes more evident in the case of
hundreds of EBGP groups when compared with a few EBGP groups with multiple peers
in each group.

After the BGP peers are established, BGP routes are not automatically advertised by the
BGP peers. At each BGP-enabled device, policy configuration is required to export the
local, static, or IGP-learned routes into the BGP RIB and then advertise them as BGP
routes to the other peers. BGP's advertisement policy, by default, does not advertise any
non-BGP routes (such as local routes) to peers.

Example: Configuring External BGP Point-to-Point Peer Sessions

This example shows how to configure BGP point-to-point peer sessions.

« Requirements on page 20
« Overview on page 20
« Configuration on page 21

« Verification on page 23

Requirements

Before you begin, if the default BGP policy is not adequate for your network, configure
routing policies to filter incoming BGP routes and to advertise BGP routes.

Overview

Figure 3 on page 21 shows a network with BGP peer sessions. In the sample network,
Device E in AS 17 has BGP peer sessions to a group of peers called external-peers. Peers
A, B, and Creside in AS 22 and have IP addresses 10.10.10.2, 10.10.10.6, and 10.10.10.10.
Peer D resides in AS 79, at IP address 10.21.7.2. This example shows the configuration on
Device E.

20
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Figure 3: Typical Network with BGP Peer Sessions

10.2 $
10.1/
10.5——10.6
10.9
7 & \

10.10

72 %

9040727

Configuration

CLIQuick To quickly configure this example, copy the following commands, paste them into a text
Configuration file, remove any line breaks, change any details necessary to match your network
configuration, and then copy and paste the commands into the CLI at the [edit] hierarchy
level.

set interfaces ge-1/2/0 unit O description to-A

set interfaces ge-1/2/0 unit O family inet address 10.10.10.1/30
set interfaces ge-0/0/1 unit 5 description to-B

set interfaces ge-0/0/1 unit 5 family inet address 10.10.10.5/30
set interfaces ge-0/1/0 unit 9 description to-C

set interfaces ge-0/1/0 unit 9 family inet address 10.10.10.9/30
set interfaces ge-1/2/1 unit 21 description to-D

set interfaces ge-1/2/1 unit 21 family inet address 10.21.7.1/30
set protocols bgp group external-peers type external

set protocols bgp group external-peers peer-as 22

set protocols bgp group external-peers neighbor 10.10.10.2

set protocols bgp group external-peers neighbor 10.10.10.6

set protocols bgp group external-peers neighbor 10.10.10.10
set protocols bgp group external-peers neighbor 10.21.7.2 peer-as 79
set routing-options autonomous-system 17

Step-by-Step  The following example requires you to navigate various levels in the configuration
Procedure hierarchy. Forinformation about navigating the CLI, see Using the CL| Editor in Configuration
Mode in the CLI/ User Guide.

To configure the BGP peer sessions:

1. Configure the interfaces to Peers A, B, C, and D.

[edit interfaces]
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user@E# set ge-1/2/0 unit O description to-A

user@E# set ge-1/2/0 unit O family inet address 10.10.10.1/30

user@E# set ge-0/0/1 unit 5 description to-B

user@E# set ge-0/0/1 unit 5 family inet address 10.10.10.5/30
user@E# set ge-0/1/0 unit 9 description to-C

user@E# set ge-0/1/0 unit 9 family inet address 10.10.10.9/30
user@E# set ge-1/2/1unit 21 description to-D

user@E# set ge-1/2/1 unit 21 family inet address 10.21.7.1/30

2. Set the autonomous system (AS) number.

[edit routing-options]
user@E# set autonomous-system 17

3. Create the BGP group, and add the external neighbor addresses.

[edit protocols bgp group external-peers]
user@E# set neighbor 10.10.10.2
user@E# set neighbor 10.10.10.6
user@E# set neighbor 10.10.10.10

4. Specify the autonomous system (AS) number of the external AS.

[edit protocols bgp group external-peers]
user@E# set peer-as 22

5.  Add Peer D, and set the AS number at the individual neighbor level.

The neighbor configuration overrides the group configuration. So, while peer-as 22
is set for all the other neighbors in the group, peer-as 79 is set for neighbor 10.21.7.2.

[edit protocols bgp group external-peers]
user@E# set neighbor 10.21.7.2 peer-as 79

6. Set the peer type to external BGP (EBGP).

[edit protocols bgp group external-peers]
user@E# set type external

Results From configuration mode, confirm your configuration by entering the show interfaces,
show protocols, and show routing-options commands. If the output does not display the
intended configuration, repeat the instructions in this example to correct the configuration.

[edit]
user@E# show interfaces
ge-1/2/0 {
unit O {
description to-A;
family inet {
address 10.10.10.1/30;
}
1
}
ge-0/0/11{
units5{
description to-B;
family inet {
address 10.10.10.5/30;
}
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1
1
ge-0/1/0 {
unit9 {
description to-C;
family inet {
address 10.10.10.9/30;
}
1
}
ge-1/2/14
unit 214
description to-D;
family inet {
address 10.21.7.1/30;
}
1
1

[edit]
user@E# show protocols
bgp {
group external-peers {
type external;
peer-as 22;
neighbor 10.10.10.2;
neighbor 10.10.10.6;
neighbor 10.10.10.10;
neighbor10.21.7.2 {
peer-as 79;
}
1
1

[edit]
user@E# show routing-options
autonomous-system 17;

If you are done configuring the device, enter commit from configuration mode.

Verification

Confirm that the configuration is working properly.

« Verifying BGP Neighbors on page 23

« Verifying BGP Groups on page 26

« Verifying BGP Summary Information on page 26
Verifying BGP Neighbors

Purpose Verify that BGP is running on configured interfaces and that the BGP session is active for
each neighbor address.

Action From operational mode, run the show bgp neighbor command.

user@E> show bgp neighbor
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Peer: 10.10.10.2+179 AS 22 Local:

Type: External State: Established

10.10.10.1+65406 AS 17
Flags: <Sync>

Last State: OpenConfirm Last Event: RecvKeepAlive

Last Error: None

Options: <Preference PeerAS Refresh>

Holdtime: 90 Preference: 170

Number of flaps: 0O

Peer ID: 10.10.10.2 Local ID:
Keepalive Interval: 30 Peer
BFD: disabled, down

Local Interface: ge-1/2/0.0

NLRI for restart configured on peer:

10.10.10.1 Active Holdtime: 90
index: 0

inet-unicast

NLRI advertised by peer: inet-unicast

NLRI for this session: inet-unicast
Peer supports Refresh capability (2)
Restart time configured on the peer:
Stale routes from peer are kept for:
Restart time requested by this peer:
NLRI that peer supports restart for:
NLRI that restart is negotiated for:
NLRI of received end-of-rib markers:
NLRI of all end-of-rib markers sent:

120
300
120
inet-unicast
inet-unicast
inet-unicast
inet-unicast

Peer supports 4 byte AS extension (peer-as 22)

Peer does not support Addpath
Table inet.0 Bit: 10000
RIB State: BGP restart is complete
Send state: in sync
Active prefixes:
Received prefixes:
Accepted prefixes:
Suppressed due to damping:
Advertised prefixes:
Last traffic (seconds): Received 10
Input messages: Total 8522 Update
Output messages: Total 8433 Update
Output Queue[0]: O

(el elNelNolNe]

Peer: 10.10.10.6+54781 AS 22 Local:
Type: External State: Established

Sent 6 Checked 1
s 1 Refreshes 0 Octets 161922
s 0 Refreshes 0 Octets 160290

10.10.10.5+179 AS 17
Flags: <Sync>

Last State: OpenConfirm Last Event: RecvKeepAlive

Last Error: None

Options: <Preference PeerAS Refresh>
Holdtime: 90 Preference: 170

Number of flaps: 0O

Peer ID: 10.10.10.6 Local ID:

Keepalive Interval: 30 Peer

BFD: disabled, down

Local Interface: ge-0/0/1.5

NLRI for restart configured on peer:

10.10.10.1 Active Holdtime: 90
index: 1

inet-unicast

NLRI advertised by peer: inet-unicast

NLRI for this session: inet-unicast
Peer supports Refresh capability (2)
Restart time configured on the peer:
Stale routes from peer are kept for:
Restart time requested by this peer:
NLRI that peer supports restart for:
NLRI that restart is negotiated for:
NLRI of received end-of-rib markers:
NLRI of all end-of-rib markers sent:

120
300
120
inet-unicast
inet-unicast
inet-unicast
inet-unicast

Peer supports 4 byte AS extension (peer-as 22)

Peer does not support Addpath

24
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Table inet.0 Bit: 10000
RIB State: BGP restart is complete
Send state: in sync
Active prefixes:
Received prefixes:
Accepted prefixes:
Suppressed due to damping:
Advertised prefixes:

Last traffic (seconds): Received 12 Sent 6 Checked 33

Input messages: Total 8527 Updates 1 Refreshes 0 Octets 162057

Output messages: Total 8430 Updates 0O Refreshes 0 Octets 160233

Output Queue[0]: O

(el elNelNolNo]

Peer: 10.10.10.10+55012 AS 22 Local: 10.10.10.9+179 AS 17

Type: External State: Established Flags: <Sync>

Last State: OpenConfirm Last Event: RecvKeepAlive

Last Error: None

Options: <Preference PeerAS Refresh>

Holdtime: 90 Preference: 170

Number of flaps: 0O

Peer ID: 10.10.10.10 Local ID: 10.10.10.1 Active Holdtime: 90

Keepalive Interval: 30 Peer index: 2

BFD: disabled, down

Local Interface: fe-0/1/0.9

NLRI for restart configured on peer: inet-unicast

NLRI advertised by peer: inet-unicast

NLRI for this session: inet-unicast

Peer supports Refresh capability (2)

Restart time configured on the peer: 120

Stale routes from peer are kept for: 300

Restart time requested by this peer: 120

NLRI that peer supports restart for: inet-unicast

NLRI that restart is negotiated for: inet-unicast

NLRI of received end-of-rib markers: inet-unicast

NLRI of all end-of-rib markers sent: inet-unicast

Peer supports 4 byte AS extension (peer-as 22)

Peer does not support Addpath

Table inet.0 Bit: 10000
RIB State: BGP restart is complete
Send state: in sync
Active prefixes:
Received prefixes:
Accepted prefixes:
Suppressed due to damping:
Advertised prefixes:

Last traffic (seconds): Received 15 Sent 6 Checked 37

Input messages: Total 8527 Updates 1 Refreshes 0 Octets 162057

Output messages: Total 8429 Updates 0O Refreshes 0 Octets 160214

Output Queue[0]: O

O oOoOooo

Peer: 10.21.7.2+61867 AS 79 Local: 10.21.7.1+179 AS 17
Type: External State: Established Flags: <ImportEval Sync>
Last State: OpenConfirm Last Event: RecvKeepAlive
Last Error: None
Options: <Preference PeerAS Refresh>
Holdtime: 90 Preference: 170
Number of flaps: 0O
Peer 1D: 10.21.7.2 Local I1D: 10.10.10.1 Active Holdtime: 90
Keepalive Interval: 30 Peer index: 3
BFD: disabled, down
Local Interface: ge-1/2/1.21
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Purpose

Action

Purpose

Action

NLRI for restart configured on peer: inet-unicast
NLRI advertised by peer: inet-unicast
NLRI for this session: inet-unicast
Peer supports Refresh capability (2)
Restart time configured on the peer: 120
Stale routes from peer are kept for: 300
Restart time requested by this peer: 120
NLRI that peer supports restart for: inet-unicast
NLRI that restart is negotiated for: inet-unicast
NLRI of received end-of-rib markers: inet-unicast
NLRI of all end-of-rib markers sent: inet-unicast
Peer supports 4 byte AS extension (peer-as 79)
Peer does not support Addpath
Table inet.0 Bit: 10000
RIB State: BGP restart is complete
Send state: in sync
Active prefixes:
Received prefixes:
Accepted prefixes:
Suppressed due to damping:
Advertised prefixes:
Last traffic (seconds): Received 28 Sent 24 Checked 47
Input messages: Total 8521 Updates 1 Refreshes 0 Octets 161943
Output messages: Total 8427 Updates 0O Refreshes 0 Octets 160176
Output Queue[0]: O

(ol eolelNolNe]

Verifying BGP Groups
Verify that the BGP groups are configured correctly.

From operational mode, run the show bgp group command.

user@E> show bgp group

Group Type: External Local AS: 17
Name: external-peers Index: O Flags: <>
Holdtime: O
Total peers: 4 Established: 4

10.10.10.2+179
10.10.10.6+54781
10.10.10.10+55012
10.21.7.2+61867
inet.0: 0/0/0/0

Groups: 1 Peers: 4 External: 4 Internal: O Down peers: O Flaps: O
Table Tot Paths Act Paths Suppressed History Damp State Pending
inet.0 0 0 0 0 0 0

Verifying BGP Summary Information

Verify that the BGP configuration is correct.

From operational mode, run the show bgp summary command.

user@E> show bgp summary
Groups: 1 Peers: 4 Down peers: O

Table Tot Paths Act Paths Suppressed History Damp State Pending
inet.0 0 0 0 0 0 0
Peer AS InPkt OutPkt OoutQ Flaps Last Up/Dwn
State|#Active/Received/Accepted/Damped. . .

10.10.10.2 22 8559 8470 0 0 2d 16:12:56
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0/0/0/0 0/0/0/0
10.10.10.6 22 8566 8468 0 0 2d 16:12:12
0/0/0/0 0/0/0/0
10.10.10.10 22 8565 8466 0 0 2d 16:11:31
0/0/0/0 0/0/0/0
10.21.7.2 79 8560 8465 0 0 2d 16:10:58
0/0/0/0 0/0/0/0

Example: Configuring External BGP on Logical Systems with IPv6 Interfaces

This example shows how to configure external BGP (EBGP) point-to-point peer sessions
on logical systems with IPv6 interfaces.

« Requirements on page 27

« Overview on page 27

« Configuration on page 28

- Verification on page 37

Requirements

In this example, no special configuration beyond device initialization is required.

Overview

Junos OS supports EBGP peer sessions by means of IPv6 addresses. An IPv6 peer session
can be configured when an IPv6 address is specified in the neighbor statement. This
example uses EUI-64 to generate IPv6 addresses that are automatically applied to the
interfaces. An EUI-64 address is an IPv6 address that uses the IEEE EUI-64 format for
the interface identifier portion of the address (the last 64 bits).

0 NOTE: Alternatively, you can configure EBGP sessions using manually
assigned 128-bit IPv6 addresses.

If you use 128-bit link-local addresses for the interfaces, you must include
the local-interface statement. This statement is valid only for 128-bit IPv6
link-local addresses and is mandatory for configuring an IPv6 EBGP link-local
peer session.

Configuring EBGP peering using link-local addresses is only applicable for
directly connected interfaces. There is no support for multihop peering.

After your interfaces are up, you can use the show interfaces terse command to view the
EUI-64-generated IPv6 addresses on the interfaces. You must use these generated
addresses in the BGP neighbor statements. This example demonstrates the full
end-to-end procedure.

In this example, Frame Relay interface encapsulation is applied to the logical tunnel (lt)
interfaces. This is a requirement because only Frame Relay encapsulation is supported
when IPv6 addresses are configured on the lt interfaces.
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CLI Quick
Configuration

Device A

Figure 4 on page 28 shows a network with BGP peer sessions. In the sample network,
Router R1 has five logical systems configured. Device E in autonomous system (AS) 17
has BGP peer sessions to a group of peers called external-peers. Peers A, B, and C reside
in AS 22. This example shows the step-by-step configuration on Logical System A and
Logical System E.

Figure 4: Typical Network with BGP Peer Sessions

2001:db8:0:1::/64

Configuration

To quickly configure this example, copy the following commands, paste them into a text
file, remove any line breaks, change any details necessary to match your network
configuration, and then copy and paste the commands into the CLI at the [edit] hierarchy
level.

set logical-systems A interfaces [t-0/1/0 unit 1 description to-E

set logical-systems A interfaces [t-0/1/0 unit 1 encapsulation frame-relay

set logical-systems A interfaces [t-0/1/0 unit 1dlci 1

set logical-systems A interfaces [t-0/1/0 unit 1 peer-unit 25

set logical-systems A interfaces [t-0/1/0 unit 1 family inet6 address 2001:db8:0:1::/64
eui-64

set logical-systems A interfaces loO unit 1 family inet6 address 2001:db8::1/128

set logical-systems A protocols bgp group external-peers type external

set logical-systems A protocols bgp group external-peers peer-as 17

28
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set logical-systems A protocols bgp group external-peers neighbor
2001:db8:0:1:2a0:a502:0:19da

set logical-systems A routing-options router-id 1.1.1.1

set logical-systems A routing-options autonomous-system 22

Device B set logical-systems B interfaces [t-0/1/0 unit 6 description to-E

set logical-systems B interfaces [t-0/1/0 unit 6 encapsulation frame-relay

set logical-systems B interfaces [t-0/1/0 unit 6 dlci 6

set logical-systems B interfaces lt-0/1/0 unit 6 peer-unit 5

set logical-systems B interfaces [t-0/1/0 unit 6 family inet6 address 2001:db8:0:2::/64
eui-64

set logical-systems B interfaces loO unit 2 family inet6 address 2001:db8::2/128

set logical-systems B protocols bgp group external-peers type external

set logical-systems B protocols bgp group external-peers peer-as 17

set logical-systems B protocols bgp group external-peers neighbor
2001:db8:0:2:2a0:a502:0:5da

set logical-systems B routing-options router-id 2.2.2.2

set logical-systems B routing-options autonomous-system 22

Device C set logical-systems C interfaces [t-0/1/0 unit 10 description to-E

set logical-systems C interfaces [t-0/1/0 unit 10 encapsulation frame-relay

set logical-systems C interfaces [t-0/1/0 unit 10 dlci 10

set logical-systems C interfaces [t-0/1/0 unit 10 peer-unit 9

set logical-systems C interfaces [t-0/1/0 unit 10 family inet6 address 2001:db8:0:3::/64
eui-64

set logical-systems C interfaces loO unit 3 family inet6 address 2001:db8::3/128

set logical-systems C protocols bgp group external-peers type external

set logical-systems C protocols bgp group external-peers peer-as 17

set logical-systems C protocols bgp group external-peers neighbor
2001:db8:0:3:2a0:a502:0:9da

set logical-systems C routing-options router-id 3.3.3.3

set logical-systems C routing-options autonomous-system 22

Device D set logical-systems D interfaces [t-0/1/0 unit 7 description to-E

set logical-systems D interfaces [t-0/1/0 unit 7 encapsulation frame-relay

set logical-systems D interfaces lt-0/1/0 unit 7 dlci 7

set logical-systems D interfaces lt-0/1/0 unit 7 peer-unit 21

set logical-systems D interfaces lt-0/1/0 unit 7 family inet6 address 2001:db8:0:4::/64
eui-64

set logical-systems D interfaces loO unit 4 family inet6 address 2001:db8::4/128

set logical-systems D protocols bgp group external-peers type external

set logical-systems D protocols bgp group external-peers peer-as 17

set logical-systems D protocols bgp group external-peers neighbor
2001:db8:0:4:2a0:a502:0:15da

set logical-systems D routing-options router-id 4.4.4.4

set logical-systems D routing-options autonomous-system 79

Device E set logical-systems E interfaces [t-0/1/0 unit 5 description to-B
set logical-systems E interfaces [t-0/1/0 unit 5 encapsulation frame-relay
set logical-systems E interfaces [t-0/1/0 unit 5 dlci 6
set logical-systems E interfaces [t-0/1/0 unit 5 peer-unit 6
set logical-systems E interfaces [t-0/1/0 unit 5 family inet6 address 2001:db8:0:2::/64
eui-64
set logical-systems E interfaces [t-0/1/0 unit 9 description to-C
set logical-systems E interfaces [t-0/1/0 unit 9 encapsulation frame-relay
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set logical-systems E interfaces [t-0/1/0 unit 9 dlci 10

set logical-systems E interfaces [t-0/1/0 unit 9 peer-unit 10

set logical-systems E interfaces [t-0/1/0 unit 9 family inet6 address 2001:db8:0:3::/64
eui-64

set logical-systems E interfaces [t-0/1/0 unit 21 description to-D

set logical-systems E interfaces [t-0/1/0 unit 21 encapsulation frame-relay

set logical-systems E interfaces [t-0/1/0 unit 21dlci 7

set logical-systems E interfaces [t-0/1/0 unit 21 peer-unit 7

set logical-systems E interfaces [t-0/1/0 unit 21 family inet6 address 2001:db8:0:4::/64
eui-64

set logical-systems E interfaces [t-0/1/0 unit 25 description to-A

set logical-systems E interfaces [t-0/1/0 unit 25 encapsulation frame-relay

set logical-systems E interfaces [t-0/1/0 unit 25 dlci 1

set logical-systems E interfaces [t-0/1/0 unit 25 peer-unit 1

set logical-systems E interfaces [t-0/1/0 unit 25 family inet6 address 2001:db8:0:1::/64
eui-64

set logical-systems E interfaces loO unit 5 family inet6 address 2001:db8::5/128

set logical-systems E protocols bgp group external-peers type external

set logical-systems E protocols bgp group external-peers peer-as 22

set logical-systems E protocols bgp group external-peers neighbor
2001:db8:0:1:2a0:a502:0:1da

set logical-systems E protocols bgp group external-peers neighbor
2001:db8:0:2:2a0:a502:0:6da

set logical-systems E protocols bgp group external-peers neighbor
2001:db8:0:3:2a0:a502:0:ada

set logical-systems E protocols bgp group external-peers neighbor
2001:db8:0:4:2a0:a502:0:7da peer-as 79

set logical-systems E routing-options router-id 5.5.5.5

set logical-systems E routing-options autonomous-system 17

The following example requires you to navigate various levels in the configuration
hierarchy. For information about navigating the CLI, see Using the CLI Editor in Configuration
Mode in the CL/ User Guide.

To configure the BGP peer sessions:

1. Run the show interfaces terse command to verify that the physical router has a
logical tunnel (lt) interface.

user@R1> show interfaces terse
Interface Admin Link Proto Local Remote

1t-0/1/0 up up

2. On Logical System A, configure the interface encapsulation, peer-unit number, and
DLCIl toreach Logical System E.

user@R1> set cli logical-system A

Logical system: A

[edit]

user@R1:A> edit

Entering configuration mode

[edit]

user@R1:A# edit interfaces

[edit interfaces]

user@R1:A# set lt-0/1/0 unit 1 encapsulation frame-relay
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user@R1:A# set lt-0/1/0 unit 1dlci 1
user@R1:A# set lt-0/1/0 unit 1 peer-unit 25

3. On Logical System A, configure the network address for the link to Peer E, and
configure a loopback interface.

[edit interfaces]

user@R1:A# set lt-0/1/0 unit 1 description to-E

user@R1:A# set lt-0/1/0 unit 1 family inet6 address 2001:db8:0:1::/64 eui-64
user@R1:A# set loO unit 1 family inet6 address 2001:db8::1/128

4. On Logical System E, configure the interface encapsulation, peer-unit number, and
DLCI to reach Logical System A.

user@R1> set cli logical-system E

Logical system: E

[edit]

user@R1:E> edit

Entering configuration mode

[edit]

user@R1:E# edit interfaces

[edit interfaces]

user@R1:E# set lt-0/1/0 unit 25 encapsulation frame-relay
user@R1:E# set lt-0/1/0 unit 25 dlci 1
user@R1:E# set [t-0/1/0 unit 25 peer-unit 1

5.  On Logical System E, configure the network address for the link to Peer A, and
configure a loopback interface.

[edit interfaces]

user@R1:E# set lt-0/1/0 unit 25 description to-A

user@R1:E# set lt-0/1/0 unit 25 family inet6 address 2001:db8:0:1::/64 eui-64
user@R1:E# set loO unit 5 family inet6 address 2001:db8::5/128

6. Runtheshowinterfacesterse command to see the IPv6 addresses that are generated
by EUI-64.

The 2001 addresses are used in this example in the BGP neighbor statements.

0 NOTE: The fe80 addresses are link-local addresses and are not used
in this example.

user@R1:A> show interfaces terse
Interface Admin Link Proto Local Remote
Logical system: A

betsy@tp8:A> show interfaces terse

Interface Admin Link Proto Local Remote

1t-0/1/0

1t-0/1/0.1 up up inet6 2001:db8:0:1:2a0:a502:0:1da/64
fe80::2a0:a502:0:1da/64

100

100.1 up up inet6 2001:db8::1

fe80::2a0:a50f:fc56:1da

user@R1:E> show interfaces terse
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Interface Admin Link Proto Local Remote
1t-0/1/0
1t-0/1/0.25 up up inet6 2001:db8:0:1:2a0:a502:0:19da/64

fe80::2a0:a502:0:19das/64
100
100.5 up up inet6 2001:db8::5
fe80::2a0:a50f:fc56:1da

7. Repeat the interface configuration on the other logical systems.

Configuring the External BGP Sessions

The following example requires you to navigate various levels in the configuration
hierarchy. For information about navigating the CLI, see Using the CLI Editor in Configuration
Mode in the CL/ User Guide.

To configure the BGP peer sessions:

1. On Logical System A, create the BGP group, and add the external neighbor address.

[edit protocols bgp group external-peers]
user@R1:A# set neighbor 2001:db8:0:1:2a0:a502:0:19da

2. OnLogical System E, create the BGP group, and add the external neighbor address.

[edit protocols bgp group external-peers]
user@R1:E# set neighbor 2001:db8:0:1:2a0:a502:0:1da

3. On Logical System A, specify the autonomous system (AS) number of the external
AS.

[edit protocols bgp group external-peers]
user@R1:A# set peer-as 17

4, OnLogical System E, specify the autonomous system (AS) number of the external
AS.

[edit protocols bgp group external-peers]
user@R1.E# set peer-as 22

5. On Logical System A, set the peer type to EBGP.

[edit protocols bgp group external-peers]
user@R1:A# set type external

6. On Logical System E, set the peer type to EBGP.

[edit protocols bgp group external-peers]
user@R1:E# set type external

7. On Logical System A, set the autonomous system (AS) number and router ID.

[edit routing-options]
user@R1:A# set router-id 1.1.1.1
user@R1:A# set autonomous-system 22

8. On Logical System E, set the AS number and router ID.

[edit routing-options]
user@R1:E# set router-id 5.5.5.5
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user@R1:E# set autonomous-system 17

Q. Repeat these steps for Peers A, B, C, and D.

Results From configuration mode, confirm your configuration by entering the show logical-systems
command. If the output does not display the intended configuration, repeat the
instructions in this example to correct the configuration.

[edit]
user@R1# show logical-systems
Af
interfaces {
t-0/1/0 {
unit1{
description to-E;
encapsulation frame-relay;
dlciT;
peer-unit 25;
family inet6 {
address 2001:db8:0:1::/64 {
euvi-64;
}
1
}
}
lo0 {
unit1{
family inet6 {
address 2001:db8::1/128;
1
}
1
1
protocols {
bgp {
group external-peers {
type external;
peer-as 17;
neighbor 2001:db8:0:1:2a0:a502:0:19da;
1
}
routing-options {
router-id 1.1.1.1;
autonomous-system 22;
}
1
B{
interfaces {
t-0/1/0 {
unit 6 {
description to-E;
encapsulation frame-relay;
dlci 6;
peer-unit 5;
family inet6 {
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address 2001:db8:0:2::/64 {
euvi-64;
}
}
1
1
loO {
unit 2 {
family inet6 {
address 2001:db8::2/128;
}
1
1
}
protocols {
bgp {
group external-peers {
type external;
peer-as 17;
neighbor 2001:db8:0:2:2a0:a502:0:5da;
1
}
routing-options {
router-id 2.2.2.2;
autonomous-system 22;

1
}
C{
interfaces {
1t-0/1/0 {
unit 10 {
description to-E;
encapsulation frame-relay;
dlci10;
peer-unit 9;
family inet6 {
address 2001:db8:0:3::/64 {
eui-64;
1
}
}
1
loO {
unit3 {
family inet6 {
address 2001:db8::3/128;
}
}
1
1
protocols {
bgp {
group external-peers {
type external;
peer-as 17;
neighbor 2001:db8:0:3:2a0:a502:0:9da;
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}
1
}
routing-options {
router-id 3.3.3.3;
autonomous-system 22;
1
}
D{
interfaces {
1t-0/1/0 {
unit7 {
description to-E;
encapsulation frame-relay;
dlci 7;
peer-unit 21;
family inet6 {
address 2001:db8:0:4::/64 {
eui-64;
1
}
}
1
loO {
unit 4 {
family inet6 {
address 2001:db8::4/128;
}
}
1
1
protocols {
bgp {
group external-peers {
type external;
peer-as 17;
neighbor 2001:db8:0:4:2a0:a502:0:15da;
}
1
routing-options {
router-id 4.4.4.4;
autonomous-system 79;
1
1
E{
interfaces {
t-0/1/0 {
unit5{
description to-B;
encapsulation frame-relay;
dlci 6;
peer-unit 6;
family inet6 {
address 2001:db8:0:2::/64 {
euvi-64;
}
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1
1
unit9 {
description to-C;
encapsulation frame-relay;
dlci10;
peer-unit 10;
family inet6 {
address 2001:db8:0:3::/64 {
euvi-64;
}
1
1
unit 21{
description to-D;
encapsulation frame-relay;
dlci 7;
peer-unit 7;
family inet6 {
address 2001:db8:0:4::./64 {
euvi-64;
}
1
1
unit25{
description to-A;
encapsulation frame-relay;
dlci T,
peer-unit 1;
family inet6 {
address 2001:db8:0:1::/64 {
euvi-64;
}
1
}
}
loO {
unit5{
family inet6 {
address 2001:db8::5/128;
1
1
}
1
protocols {
bgp {
group external-peers {
type external;
peer-as 22;
neighbor 2001:db8:0:1:2a0:a502:0:1da;
neighbor 2001:db8:0:2:2a0:a502:0:6da;
neighbor 2001:db8:0:3:2a0:a502:0:ada;
neighbor 2001:db8:0:4:2a0:a502:0:7da {
peer-as 79;
1
1
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}
1
routing-options {
router-id 5.5.5.5;
autonomous-system 17;
1
1

If you are done configuring the device, enter commit from configuration mode.

Verification

Confirm that the configuration is working properly.

« Verifying BGP Neighbors on page 37

« Verifying BGP Groups on page 40

« Verifying BGP Summary Information on page 40
« Checking the Routing Table on page 40

Verifying BGP Neighbors

Purpose Verify that BGP is running on configured interfaces and that the BGP session is active for

each neighbor address.

Action From operational mode, run the show bgp neighbor command.

user@R1:E> show bgp neighbor
Peer: 2001:db8:0:1:2a0:a502:0:1da+54987 AS 22 Local:
2001:db8:0:1:2a0:a502:0:19da+179 AS 17
Type: External State: Established Flags: <Sync>
Last State: OpenConfirm Last Event: RecvKeepAlive
Last Error: Open Message Error
Options: <Preference PeerAS Refresh>
Holdtime: 90 Preference: 170
Number of flaps: 0O
Error: "Open Message Error® Sent: 20 Recv: O
Peer ID: 1.1.1.1 Local ID: 5.5.5.5 Active Holdtime: 90
Keepalive Interval: 30 Peer index: 0O
BFD: disabled, down
Local Interface: 1t-0/1/0.25
NLRI for restart configured on peer: inet6-unicast
NLRI advertised by peer: inet6-unicast
NLRI for this session: inet6-unicast
Peer supports Refresh capability (2)
Stale routes from peer are kept for: 300
Peer does not support Restarter functionality
NLRI that restart is negotiated for: inet6-unicast
NLRI of received end-of-rib markers: inet6-unicast
NLRI of all end-of-rib markers sent: inet6-unicast
Peer supports 4 byte AS extension (peer-as 22)
Peer does not support Addpath
Table inet6.0 Bit: 10000
RIB State: BGP restart is complete
Send state: in sync

Active prefixes: 0
Received prefixes: 0
Accepted prefixes: 0
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Suppressed due to damping: 0

Advertised prefixes: 0
Last traffic (seconds): Received 7 Sent 18 Checked 81
Input messages: Total 1611 Updates 1 Refreshes 0 Octets 30660
Output messages: Total 1594 Updates 0O Refreshes 0 Octets 30356

Output Queue[0]: O

Peer: 2001:db8:0:2:2a0:a502:0:6da+179 AS 22 Local:
2001:db8:0:2:2a0:a502:0:5da+55502 AS 17

Type: External State: Established Flags: <Sync>

Last State: OpenConfirm Last Event: RecvKeepAlive

Last Error: Open Message Error

Options: <Preference PeerAS Refresh>

Holdtime: 90 Preference: 170

Number of flaps: 0O

Error: "Open Message Error® Sent: 26 Recv: O

Peer 1D: 2.2.2.2 Local ID: 5.5.5.5 Active Holdtime: 90

Keepalive Interval: 30 Peer index: 2

BFD: disabled, down

Local Interface: 1t-0/1/0.5

NLRI for restart configured on peer: inet6-unicast

NLRI advertised by peer: inet6-unicast

NLRI for this session: inet6-unicast

Peer supports Refresh capability (2)

Stale routes from peer are kept for: 300

Peer does not support Restarter functionality

NLRI that restart is negotiated for: inet6-unicast

NLRI of received end-of-rib markers: inet6-unicast

NLRI of all end-of-rib markers sent: inet6-unicast

Peer supports 4 byte AS extension (peer-as 22)

Peer does not support Addpath

Table inet6.0 Bit: 10000
RIB State: BGP restart is complete
Send state: in sync
Active prefixes:
Received prefixes:
Accepted prefixes:
Suppressed due to damping:
Advertised prefixes:

Last traffic (seconds): Received 15 Sent 8 Checked 8

O oOoOooo

Input messages: Total 1610 Updates 1 Refreshes 0 Octets 30601
Output messages: Total 1645 Updates O Refreshes 0 Octets 32417

Output Queue[0]: O

Peer: 2001:db8:0:3:2a0:a502:0:ada+55983 AS 22 Local:
2001:db8:0:3:2a0:a502:0:9da+179 AS 17
Type: External State: Established Flags: <Sync>
Last State: OpenConfirm Last Event: RecvKeepAlive
Last Error: None
Options: <Preference PeerAS Refresh>
Holdtime: 90 Preference: 170
Number of flaps: 0O
Peer 1D: 3.3.3.3 Local ID: 5.5.5.5 Active Holdtime: 90
Keepalive Interval: 30 Peer index: 3
BFD: disabled, down
Local Interface: 1t-0/1/0.9
NLRI for restart configured on peer: inet6-unicast
NLRI advertised by peer: inet6-unicast
NLRI for this session: inet6-unicast
Peer supports Refresh capability (2)
Stale routes from peer are kept for: 300
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Peer does not support Restarter functionality

NLRI that restart is negotiated for: inet6-unicast
NLRI of received end-of-rib markers: inet6-unicast
NLRI of all end-of-rib markers sent: inet6-unicast

Peer supports 4 byte AS extension (peer-as 22)

Peer does not support Addpath

Table inet6.0 Bit: 10000
RIB State: BGP restart is complete
Send state: in sync

Active prefixes: 0
Received prefixes: 0
Accepted prefixes: 0
Suppressed due to damping: 0
Advertised prefixes: 0
Last traffic (seconds): Received 21
Input messages: Total 1610 Updates 1
Output messages: Total 1587 Updates 0

Output Queue[0]: O

Sent 21

Checked 67
Refreshes 0
Refreshes 0

Octets 30641
Octets 30223

Peer: 2001:db8:0:4:2a0:a502:0:7da+49255 AS 79 Local:

2001:db8:0:4:2a0:a502:0:15da+179 AS 17
Type: External State: Established
Last State: OpenConfirm
Last Error: None
Options: <Preference PeerAS Refresh>
Holdtime: 90 Preference: 170
Number of flaps: 0O
Peer ID: 4.4.4.4
Keepalive Interval: 30
BFD: disabled, down
Local Interface: 1t-0/1/0.21

Local ID: 5.5.5.5

Peer index: 1

Flags: <Sync>
Last Event: RecvKeepAlive

Active Holdtime: 90

NLRI for restart configured on peer: inet6-unicast

NLRI advertised by peer: inet6-unicast
NLRI for this session: inet6-unicast
Peer supports Refresh capability (2)
Stale routes from peer are kept for: 300

Peer does not support Restarter functionality

NLRI that restart is negotiated for: inet6-unicast
NLRI of received end-of-rib markers: inet6-unicast
NLRI of all end-of-rib markers sent: inet6-unicast

Peer supports 4 byte AS extension (peer-as 79)

Peer does not support Addpath
Table inet6.0 Bit: 10000
RIB State: BGP restart is complete
Send state: in sync
Active prefixes:
Received prefixes:
Accepted prefixes:
Suppressed due to damping:
Advertised prefixes:

(el elNelNolNe]

Last traffic (seconds): Received 6
Input messages: Total 1615 Updates 1
Output messages: Total 1593 Updates 0O

Output Queue[0]: O

Meaning
the neighbors.

Sent 17

Checked 25
Refreshes 0
Refreshes 0

Octets 30736
Octets 30337

IPv6 unicast network layer reachability information (NLRI) is being exchanged between
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Purpose

Action

Meaning

Purpose

Action

Meaning

Purpose

Verifying BGP Groups
Verify that the BGP groups are configured correctly.

From operational mode, run the show bgp group command.

user@R1:E> show bgp group

Group Type: External Local AS: 17
Name: external-peers Index: O Flags: <>
Holdtime: O
Total peers: 4 Established: 4

2001:db8:0:1:2a0:a502:0:1da+54987
2001:db8:0:2:2a0:a502:0:6da+179
2001:db8:0:3:2a0:a502:0:ada+55983
2001:db8:0:4:2a0:a502:0:7da+49255
inet6.0: 0/0/0/0

Groups: 1 Peers: 4 External: 4 Internal: 0 Down peers: O Flaps: 0

Table Tot Paths Act Paths Suppressed History Damp State Pending
inet6.0 0 0 0 0 0 0
inet6.2 0 0 0 0 0 0

The group type is external, and the group has four peers.

Verifying BGP Summary Information

Verify that the BGP that the peer relationships are established.

From operational mode, run the show bgp summary command.

user@R1:E> show bgp summary
Groups: 1 Peers: 4 Down peers: O

Table Tot Paths Act Paths Suppressed History Damp State Pending
inet6.0 0 0 0 0 0 0
inet6.2 0 0 0 0 0 0
Peer AS InPkt OutPkt outQ Flaps Last Up/Dwn
State]#Active/Received/Accepted/Damped. ..

2001:db8:0:1:2a0:a502:0:1da 22 1617 1600 0 0

12:07:00 Establ
inet6.0: 0/0/0/0
2001:db8:0:2:2a0:a502:0:6da 22 1616 1651 0 0
12:06:56 Establ
inet6.0: 0/0/0/0
2001:db8:0:3:2a0:a502:0:ada 22 1617 1594 0 0
12:04:32 Establ
inet6.0: 0/0/0/0
2001:db8:0:4:2a0:a502:0:7da 79 1621 1599 0 0
12:07:00 Establ
inet6.0: 0/0/0/0

The Down peers: O output shows that the BGP peers are in the established state.

Checking the Routing Table
Verify that the inet6.0 routing table is populated with local and direct routes.

40
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Action From operational mode, run the show route command.

user@R1:E> show route
inet6.0: 15 destinations, 18 routes (15 active, 0 holddown, O hidden)
+ = Active Route, - = Last Active, * = Both

2001:db8::5/128 *[Direct/0] 12:41:18
> via 100.5
2001:db8:0:1::/64 *[Direct/0] 14:40:01
> via 1t-0/1/0.25
2001:db8:0:1:2a0:a502:0:19das/128
*[Local/0] 14:40:01
Local via 1t-0/1/0.25
2001:db8:0:2::/64 *[Direct/0] 14:40:02
> via 1t-0/1/0.5
2001:db8:0:2:2a0:a502:0:5das/128
*[Local/0] 14:40:02
Local via 1t-0/1/0.5
2001:db8:0:3::/64 *[Direct/0] 14:40:02
> via 1t-0/1/0.9
2001:db8:0:3:2a0:a502:0:9das128
*[Local/0] 14:40:02
Local via 1t-0/1/0.9
2001:db8:0:4::/64 *[Direct/0] 14:40:01
> via 1t-0/1/0.21
2001:db8:0:4:2a0:a502:0:15das/128
*[Local/0] 14:40:01
Local via 1t-0/1/0.21
fe80::/64 *[Direct/0] 14:40:02
> via 1t-0/1/0.5
[Direct/0] 14:40:02
> via 1t-0/1/0.9
[Direct/0] 14:40:01
> via 1t-0/1/0.21
[Direct/0] 14:40:01
> via 1t-0/1/0.25
fe80::2a0:a502:0:5das128
*[Local/0] 14:40:02
Local via 1t-0/1/0.5
fe80::2a0:a502:0:9das128
*[Local/0] 14:40:02
Local via 1t-0/1/0.9
fe80::2a0:a502:0:15das128
*[Local/0] 14:40:01
Local via 1t-0/1/0.21
fe80::2a0:a502:0:19das128
*[Local/0] 14:40:01
Local via 1t-0/1/0.25
fe80::2a0:a50f:fc56:1das/128
*[Direct/0] 12:41:18
> via 100.5

Meaning The inet6.0 routing table contains local and direct routes. To populate the routing table
with other types of routes, you must configure routing policies.

Related . Examples: Configuring Internal BGP Peering on page 42

Documentation « BGP Configuration Overview
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Examples: Configuring Internal BGP Peering

« Understanding Internal BGP Peering Sessions on page 42
« Example: Configuring Internal BGP Peer Sessions on page 43

« Example: Configuring Internal BGP Peering Sessions on Logical Systems on page 54

Understanding Internal BGP Peering Sessions

When two BGP-enabled devices are in the same autonomous system (AS), the BGP
session is called an internal BGP session, or IBGP session. BGP uses the same message
types on IBGP and external BGP (EBGP) sessions, but the rules for when to send each
message and how to interpret each message differ slightly. For this reason, some people
refer to IBGP and EBGP as two separate protocols.

Figure 5: Internal and External BGP

192.168.22:0/23

192.168.0.0/16

172.24.16.0/20
10.242.152.0/21

10.240.10.1

i110.240.10.2

e

In Figure 5 on page 42, Device Jackson, Device Memphis, and Device Biloxi have IBGP
peer sessions with each other. Likewise, Device Miami and Device Atlanta have IBGP peer
sessions between each other.

172.28.37.0/24

9013152

172.26.4.0/22

The purpose of IBGP is to provide a means by which EBGP route advertisements can be
forwarded throughout the network. In theory, to accomplish this task you could redistribute
all of your EBGP routes into an interior gateway protocol (IGP), such as OSPF or I1S-IS.
This, however, is not recommended in a production environment because of the large
number of EBGP routesin the Internet and because of the way that IGPs operate. In short,
with that many routes the IGP churns or crashes.

Generally, the loopback interface (lo0) is used to establish connections between IBGP
peers. The loopback interface is always up as long as the device is operating. If there is
aroute to the loopback address, the IBGP peering session stays up. If a physical interface
address is used instead and that interface goes up and down, the IBGP peering session
also goes up and down. Thus the loopback interface provides fault tolerance in case the
physical interface or the link goes down, if the device has link redundancy.

While IBGP neighbors do not need to be directly connected, they do need to be fully
meshed. In this case, fully meshed means that each device is logically connected to every

42
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other device through neighbor peer relationships. The neighbor statement creates the
mesh. Because of the full mesh requirement of IBGP, you must configure individual peering
sessions between all IBGP devices in the AS. The full mesh need not be physical links.
Rather, the configuration on each routing device must create a full mesh of peer sessions
(using multiple neighbor statements).

0 NOTE: The requirement for a full mesh is waived if you configure a
confederation or route reflection.

To understand the full-mesh requirement, consider that an IBGP-learned route cannot
be readvertised to another IBGP peer. The reason for preventing the readvertisement of
IBGP routes and requiring the full mesh is to avoid routing loops within an AS. The AS
path attribute is the means by which BGP routing devices avoid loops. The path
information is examined for the local AS number only when the route is received from
an EBGP peer. Because the attribute is only modified across AS boundaries, this system
works well. However, the fact that the attribute is only modified across AS boundaries
presents an issue inside the AS. For example, suppose that routing devices A, B, and C
are all in the same AS. Device A receives a route from an EBGP peer and sends the route
to Device B, which installs it as the active route. The route is then sent to Device C, which
installs it locally and sends it back to Device A. If Device A installs the route, a loop is
formed within the AS. The routing devices are not able to detect the loop because the
AS path attribute is not modified during these advertisements. Therefore, the BGP protocol
designers decided that the only assurance of never forming a routing loop was to prevent
an IBGP peer from advertising an IBGP-learned route within the AS. For route reachability,
the IBGP peers are fully meshed.

IBGP supports multihop connections, so IBGP neighbors can be located anywhere within
the AS and often do not share a link. A recursive route lookup resolves the loopback
peering address to an IP forwarding next hop. The lookup service is provided by static
routes or an IGP, such as OSPF.

Example: Configuring Internal BGP Peer Sessions
This example shows how to configure internal BGP peer sessions.

« Requirements on page 43
« Overview on page 43
« Configuration on page 45

- Verification on page 52

Requirements

No special configuration beyond device initialization is required before you configure this
example.

Overview

In this example, you configure internal BGP (IBGP) peer sessions. The loopback interface
(lo0) is used to establish connections between IBGP peers. The loopback interface is
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always up as long as the device is operating. If there is a route to the loopback address,
the IBGP peer session stays up. If a physical interface address is used instead and that
interface goes up and down, the IBGP peer session also goes up and down. Thus, if the
device has link redundancy, the loopback interface provides fault tolerance in case the
physical interface or one of the links goes down.

When a device peers with a remote device’s loopback interface address, the local device
expects BGP update messages to come from (be sourced by) the remote device’s
loopback interface address. The local-address statement enables you to specify the
source information in BGP update messages. If you omit the local-address statement,
the expected source of BGP update messages is based on the device’s source address
selectionrules, which normally results in the egress interface address being the expected
source of update messages. When this happens, the peer session is not established
because a mismatch exists between the expected source address (the egress interface
of the peer) and the actual source (the loopback interface of the peer). To make sure
that the expected source address matches the actual source address, specify the loopback
interface address in the local-address statement.

Because IBGP supports multihop connections, IBGP neighbors can be located anywhere
within the autonomous system (AS) and often do not share a link. A recursive route
lookup resolves the loopback peer address to an IP forwarding next hop. In this example,
this service is provided by OSPF. Although interior gateway protocol (IGP) neighbors do
not need to be directly connected, they do need to be fully meshed. In this case, fully
meshed means that each device is logically connected to every other device through
neighbor peer relationships. The neighbor statement creates the mesh.

0 NOTE: The requirement for a full mesh is waived if you configure a
confederation or route reflection.

After the BGP peers are established, BGP routes are not automatically advertised by the
BGP peers. At each BGP-enabled device, policy configuration is required to export the
local, static, or IGP-learned routes into the BGP routing information base (RIB) and then
advertise them as BGP routes to the other peers. BGP's advertisement policy, by default,
does not advertise any non-BGP routes (such as local routes) to peers.

In the sample network, the devices in AS 17 are fully meshed in the group internal-peers.
The devices have loopback addresses 192.168.6.5, 192.163.6.4, and 192.168.40.4.

Figure 6 on page 45 shows a typical network with internal peer sessions.
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Figure 6: Typical Network with IBGP Sessions
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Configuration

« Configuring Device A on page 46
« Configuring Device B on page 48
« Configuring Device C on page 50

CLIQuick To quickly configure this example, copy the following commands, paste them into a text
Configuration file, remove any line breaks, change any details necessary to match your network
configuration, and then copy and paste the commands into the CLI at the [edit] hierarchy
level.

Device A set interfaces ge-0/1/0 unit 1 description to-B
set interfaces ge-0/1/0 unit 1 family inet address 10.10.10.1/30
set interfaces loO unit 1 family inet address 192.168.6.5/32
set protocols bgp group internal-peers type internal
set protocols bgp group internal-peers description “connections to Band C”
set protocols bgp group internal-peers local-address 192.168.6.5
set protocols bgp group internal-peers export send-direct
set protocols bgp group internal-peers neighbor 192.163.6.4
set protocols bgp group internal-peers neighbor 192.168.40.4
set protocols ospf area 0.0.0.0 interface lo0.1 passive
set protocols ospf area 0.0.0.0 interface ge-0/1/0.1
set policy-options policy-statement send-direct term 2 from protocol direct
set policy-options policy-statement send-direct term 2 then accept
set routing-options router-id 192.168.6.5
set routing-options autonomous-system 17

Device B set interfaces ge-0/1/0 unit 2 description to-A
set interfaces ge-0/1/0 unit 2 family inet address 10.10.10.2/30
set interfaces ge-0/1/1unit 5 description to-C
set interfaces ge-0/1/1unit 5 family inet address 10.10.10.5/30
set interfaces loO unit 2 family inet address 192.163.6.4/32
set protocols bgp group internal-peers type internal
set protocols bgp group internal-peers description “connections to A and C”
set protocols bgp group internal-peers local-address 192.163.6.4
set protocols bgp group internal-peers export send-direct
set protocols bgp group internal-peers neighbor 192.168.40.4
set protocols bgp group internal-peers neighbor 192.168.6.5
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set protocols ospf area 0.0.0.0 interface l00.2 passive

set protocols ospf area 0.0.0.0 interface ge-0/1/0.2

set protocols ospf area 0.0.0.0 interface ge-0/1/1.5

set policy-options policy-statement send-direct term 2 from protocol direct
set policy-options policy-statement send-direct term 2 then accept

set routing-options router-id 192.163.6.4

set routing-options autonomous-system 17

Device C set interfaces ge-0/1/0 unit 6 description to-B
set interfaces ge-0/1/0 unit 6 family inet address 10.10.10.6/30
set interfaces loO unit 3 family inet address 192.168.40.4/32
set protocols bgp group internal-peers type internal
set protocols bgp group internal-peers description “connections to A and B”
set protocols bgp group internal-peers local-address 192.168.40.4
set protocols bgp group internal-peers export send-direct
set protocols bgp group internal-peers neighbor 192.163.6.4
set protocols bgp group internal-peers neighbor 192.168.6.5
set protocols ospf area 0.0.0.0 interface l00.3 passive
set protocols ospf area 0.0.0.0 interface ge-0/1/0.6
set policy-options policy-statement send-direct term 2 from protocol direct
set policy-options policy-statement send-direct term 2 then accept
set routing-options router-id 192.168.40.4
set routing-options autonomous-system 17

Configuring Device A

Step-by-Step  The following example requires you to navigate various levels in the configuration
Procedure hierarchy. Forinformation about navigating the CLI, see Using the CL| Editor in Configuration
Mode in the CL/ User Guide.

To configure internal BGP peer sessions on Device A:

1. Configure the interfaces.

[edit interfaces ge-0/1/0 unit 1]
user@A# set description to-B
user@A# set family inet address 10.10.10.1/30

[edit interfaces]
user@A# set loO unit 1 family inet address 192.168.6.5/32

2. Configure BGP.

The neighbor statements are included for both Device B and Device C, even though
Device A is not directly connected to Device C.

[edit protocols bgp group internal-peers]
user@A# set type internal

user@A# set description “connections to Band C”
user@A# set local-address 192.168.6.5

user@A# set export send-direct

user@A# set neighbor 192.163.6.4

user@A# set neighbor 192.168.40.4

3.  Configure OSPF.
[edit protocols ospf area 0.0.0.0]
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user@A# set interface lo0.1 passive
user@A# set interface ge-0/1/0.1

4.  Configure a policy that accepts direct routes.

Other useful options for this scenario might be to accept routes learned through
OSPF or local routes.

[edit policy-options policy-statement send-direct term 2]
user@A# set from protocol direct
user@A# set then accept

5. Configure the router ID and the AS number.

[edit routing-options]
user@A# set router-id 192.168.6.5
user@A# set autonomous-system 17

Results From configuration mode, confirm your configuration by entering the show interfaces,
show policy-options, show protocols, and show routing-options commands. If the output
does not display the intended configuration, repeat the instructions in this example to
correct the configuration.

user@A# show interfaces
ge-0/1/0 {
unit1{
description to-B;
family inet {
address 10.10.10.1/30;
}
1
}
lo0 {
unit1{
family inet {
address 192.168.6.5/32;
}
1
1

user@A# show policy-options
policy-statement send-direct {
term 2 {
from protocol direct;
then accept;
1
1

user@A# show protocols
bgp {
group internal-peers {

type internal;
description “connections to B and C”;
local-address 192.168.6.5;
export send-direct;
neighbor 192.163.6.4;
neighbor 192.168.40.4;
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1
1
ospf {
area 0.0.0.0 {
interface lo0.1 {
passive;
1
interface ge-0/1/0.1;
1
1

user@A# show routing-options
router-id 192.168.6.5;
autonomous-system 17;

If you are done configuring the device, enter commit from configuration mode.

Configuring Device B

Step-by-Step  The following example requires that you navigate various levels in the configuration
Procedure hierarchy. Forinformation about navigating the CLI, see Using the CL| Editor in Configuration
Mode.

To configure internal BGP peer sessions on Device B:

1. Configure the interfaces.

[edit interfaces ge-0/1/0 unit 2]
user@B# set description to-A
user@B# set family inet address 10.10.10.2/30

[edit interfaces ge-0/1/1]
user@B# set unit 5 description to-C
user@B# set unit 5 family inet address 10.10.10.5/30

[edit interfaces]
user@B# set loO unit 2 family inet address 192.163.6.4/32

2. Configure BGP.

The neighbor statements are included for both Device B and Device C, even though
Device A is not directly connected to Device C.

[edit protocols bgp group internal-peers]
user@B# set type internal

user@B# set description “connections to A and C”
user@B# set local-address 192.163.6.4

user@B# set export send-direct

user@B# set neighbor 192.168.40.4

user@B# set neighbor 192.168.6.5

3.  Configure OSPF.

[edit protocols ospf area 0.0.0.0]
user@B# set interface l0o0.2 passive
user@B# set interface ge-0/1/0.2
user@B# set interface ge-0/1/1.5
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4. Configure a policy that accepts direct routes.

Other useful options for this scenario might be to accept routes learned through
OSPF or local routes.

[edit policy-options policy-statement send-direct term 2]
user@B# set from protocol direct
user@B# set then accept

5.  Configure the router ID and the AS number.

[edit routing-options]
user@B# set router-id 192.163.6.4
user@B# set autonomous-system 17

Results From configuration mode, confirm your configuration by entering the show interfaces,
show policy-options, show protocols, and show routing-options commands. If the output
does not display the intended configuration, repeat the instructions in this example to
correct the configuration.

user@B# show interfaces
ge-0/1/0 {
unit 2 {
description to-A;
family inet {
address 10.10.10.2/30;
1
1
1
ge-0/1/1{
unit5{
description to-C;
family inet {
address 10.10.10.5/30;
}
1
}
lo0 {
unit 2 {
family inet {
address 192.163.6.4/32;
}
1
1

user@B# show policy-options
policy-statement send-direct {
term 2 {
from protocol direct;
then accept;
1
1

user@B# show protocols
bgp {
group internal-peers {
type internal;
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description “connections to A and C”;
local-address 192.163.6.4;
export send-direct;
neighbor 192.168.40.4;
neighbor 192.168.6.5;
1
1
ospf {
area 0.0.0.0 {
interface l00.2 {
passive;
}
interface ge-0/1/0.2;
interface ge-0/1/1.5;
1
}

user@B# show routing-options
router-id 192.163.6.4;
autonomous-system 17;

If you are done configuring the device, enter commit from configuration mode.

Configuring Device C

Step-by-Step  The following example requires you to navigate various levels in the configuration
Procedure hierarchy. Forinformation about navigating the CLI, see Using the CL| Editor in Configuration
Mode in the CL/ User Guide.

To configure internal BGP peer sessions on Device C:

1. Configure the interfaces.

[edit interfaces ge-0/1/0 unit 6]
user@C# set description to-B
user@C# set family inet address 10.10.10.6/30

[edit interfaces]
user@C# set loO unit 3 family inet address 192.168.40.4/32

2. Configure BGP.

The neighbor statements are included for both Device B and Device C, even though
Device A is not directly connected to Device C.

[edit protocols bgp group internal-peers]
user@C# set type internal

user@C# set description “connections to A and B”
user@C# set local-address 192.168.40.4

user@C# set export send-direct

user@C# set neighbor 192.163.6.4

user@C# set neighbor 192.168.6.5

3.  Configure OSPF.

[edit protocols ospf area 0.0.0.0]
user@C# set interface l00.3 passive
user@C# set interface ge-0/1/0.6
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4. Configure a policy that accepts direct routes.

Other useful options for this scenario might be to accept routes learned through
OSPF or local routes.

[edit policy-options policy-statement send-direct term 2]
user@C# set from protocol direct
user@C# set then accept

5.  Configure the router ID and the AS number.

[edit routing-options]
user@C# set router-id 192.168.40.4
user@C# set autonomous-system 17

Results From configuration mode, confirm your configuration by entering the show interfaces,
show policy-options, show protocols, and show routing-options commands. If the output
does not display the intended configuration, repeat the instructions in this example to
correct the configuration.

user@C# show interfaces
ge-0/1/0 {
unit 6 {
description to-B;
family inet {
address 10.10.10.6/30;
1
1
1
lo0 {
unit3 {
family inet {
address 192.168.40.4/32;
}
1
1

user@C# show policy-options
policy-statement send-direct {
term 2 {
from protocol direct;
then accept;
1
}

user@C# show protocols
bgp {
group internal-peers {
type internal;
description “connections to A and B”;
local-address 192.168.40.4;
export send-direct;
neighbor 192.163.6.4;
neighbor 192.168.6.5;
1
1
ospf {
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area 0.0.0.0 {
interface l00.3 {
passive;
}
interface ge-0/1/0.6;
1
1

user@C# show routing-options
router-id 192.168.40.4;
autonomous-system 17;

If you are done configuring the device, enter commit from configuration mode.

Verification

Confirm that the configuration is working properly.

« Verifying BGP Neighbors on page 52
« Verifying BGP Groups on page 53
« Verifying BGP Summary Information on page 54

« Verifying That BGP Routes Are Installed in the Routing Table on page 54

Verifying BGP Neighbors

Purpose \Verify that BGP is running on configured interfaces and that the BGP session is active for
each neighbor address.

Action From operational mode, enter the show bgp neighbor command.

user@A> show bgp neighbor

Peer: 192.163.6.4+179 AS 17 Local: 192.168.6.5+58852 AS 17
Type: Internal State: Established Flags: Sync
Last State: OpenConfirm Last Event: RecvKeepAlive
Last Error: None
Export: [ send-direct ]
Options: Preference LocalAddress Refresh
Local Address: 192.168.6.5 Holdtime: 90 Preference: 170
Number of flaps: 0O
Peer 1D: 192.163.6.4 Local ID: 192.168.6.5 Active Holdtime: 90
Keepalive Interval: 30 Peer index: O
BFD: disabled, down
NLRI for restart configured on peer: inet-unicast
NLRI advertised by peer: inet-unicast
NLRI for this session: inet-unicast
Peer supports Refresh capability (2)
Restart time configured on the peer: 120
Stale routes from peer are kept for: 300
Restart time requested by this peer: 120
NLRI that peer supports restart for: inet-unicast
NLRI that restart is negotiated for: inet-unicast
NLRI of received end-of-rib markers: inet-unicast
NLRI of all end-of-rib markers sent: inet-unicast
Peer supports 4 byte AS extension (peer-as 17)
Peer does not support Addpath
Table inet.0 Bit: 10000

RIB State: BGP restart is complete
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Send state: in sync
Active prefixes:
Received prefixes:
Accepted prefixes:
Suppressed due to damping:
Advertised prefixes:
Last traffic (seconds): Received 25 Sent 19 Checked 67
Input messages: Total 2420 Updates 4 Refreshes 0 Octets 46055
Output messages: Total 2411 Updates 2 Refreshes 0 Octets 45921
Output Queue[0]: O

N O WwWwOo

Peer: 192.168.40.4+179 AS 17 Local: 192.168.6.5+56466 AS 17

Type: Internal State: Established Flags: Sync

Last State: OpenConfirm Last Event: RecvKeepAlive

Last Error: None

Export: [ send-direct ]

Options: Preference LocalAddress Refresh

Local Address: 192.168.6.5 Holdtime: 90 Preference: 170

Number of flaps: 0O

Peer 1D: 192.168.40.4 Local ID: 192.168.6.5 Active Holdtime: 90

Keepalive Interval: 30 Peer index: 1

BFD: disabled, down

NLRI for restart configured on peer: inet-unicast

NLRI advertised by peer: inet-unicast

NLRI for this session: inet-unicast

Peer supports Refresh capability (2)

Restart time configured on the peer: 120

Stale routes from peer are kept for: 300

Restart time requested by this peer: 120

NLRI that peer supports restart for: inet-unicast

NLRI that restart is negotiated for: inet-unicast

NLRI of received end-of-rib markers: inet-unicast

NLRI of all end-of-rib markers sent: inet-unicast

Peer supports 4 byte AS extension (peer-as 17)

Peer does not support Addpath

Table inet.0 Bit: 10000
RIB State: BGP restart is complete
Send state: in sync
Active prefixes:
Received prefixes:
Accepted prefixes:
Suppressed due to damping:
Advertised prefixes:

Last traffic (seconds): Received 7 Sent 21 Checked 24

Input messages: Total 2412 Updates 2 Refreshes 0 Octets 45867

Output messages: Total 2409 Updates 2 Refreshes 0 Octets 45883

Output Queue[0]: O

NONMNNO

Verifying BGP Groups
Purpose Verify that the BGP groups are configured correctly.

Action From operational mode, enter the show bgp group command.

user@A> show bgp group

Group Type: Internal AS: 17 Local AS: 17
Name: internal-peers Index: O Flags: <Export Eval>
Export: [ send-direct ]
Holdtime: O
Total peers: 2 Established: 2

192.163.6.4+179
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Purpose

Action

Purpose

Action

192.168.40.4+179
inet.0: 0/5/5/0

Groups: 1 Peers: 2 External: 0 Internal: 2 Down peers: O Flaps: 0
Table Tot Paths Act Paths Suppressed History Damp State Pending
inet.0 5 0 0 0 0 0

Verifying BGP Summary Information

Verify that the BGP configuration is correct.

From operational mode, enter the show bgp summary command.

user@A> show bgp summary
Groups: 1 Peers: 2 Down peers: O

Table Tot Paths Act Paths Suppressed History Damp State Pending
inet.0 5 0 0 0 0 0
Peer AS InPkt OutPkt OutQ Flaps Last Up/Dwn
State|#Active/Received/Accepted/Damped. . .

192.163.6.4 17 2441 2432 0 0 18:18:52
0/3/3/0 0/0/0/0

192.168.40.4 17 2432 2430 0 0 18:18:48
0/2/2/0 0/0/0/0

Verifying That BGP Routes Are Installed in the Routing Table

Verify that the export policy configuration is causing the BGP routes to be installed in the
routing tables of the peers.

From operational mode, enter the show route protocol bgp command.

user@A> show route protocol bgp
inet.0: 7 destinations, 12 routes (7 active, 0 holddown, O hidden)

+ = Active Route, - = Last Active, * = Both
10.10.10.0/30 [BGP/170] 07:09:57, localpref 100, from 192.163.6.4
AS path: 1
> to 10.10.10.2 via ge-0/1/0.1
10.10.10.4/30 [BGP/170] 07:09:57, localpref 100, from 192.163.6.4
AS path: 1

> to 10.10.10.2 via ge-0/1/0.1
[BGP/170] 07:07:12, localpref 100, from 192.168.40.4
AS path: 1
> to 10.10.10.2 via ge-0/1/0.1
192.163.6.4/32 [BGP/170] 07:09:57, localpref 100, from 192.163.6.4
AS path: 1
> to 10.10.10.2 via ge-0/1/0.1
192.168.40.4/32 [BGP/170] 07:07:12, localpref 100, from 192.168.40.4
AS path: 1
> to 10.10.10.2 via ge-0/1/0.1

Example: Configuring Internal BGP Peering Sessions on Logical Systems

This example shows how to configure internal BGP peer sessions on logical systems.

« Requirements on page 55

« Overview on page 55
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« Configuration on page 55

- Verification on page 62

Requirements

In this example, no special configuration beyond device initialization is required.

Overview

In this example, you configure internal BGP (IBGP) peering sessions.

In the sample network, the devices in AS 17 are fully meshed in the group internal-peers.
The devices have loopback addresses 192.168.6.5, 192.163.6.4, and 192.168.40.4.

Figure 7 on page 55 shows a typical network with internal peer sessions.

Figure 7: Typical Network with IBGP Sessions

192.168.6.5

i
e N

192.168.40.4

9040731

Configuration

CLIQuick To quickly configure this example, copy the following commands, paste them into a text
Configuration file, remove any line breaks, change any details necessary to match your network
configuration, and then copy and paste the commands into the CLI at the [edit] hierarchy
level.

set logical-systems A interfaces [t-0/1/0 unit 1 description to-B

set logical-systems A interfaces [t-0/1/0 unit 1 encapsulation ethernet

set logical-systems A interfaces [t-0/1/0 unit 1 peer-unit 2

set logical-systems A interfaces [t-0/1/0 unit 1 family inet address 10.10.10.1/30

set logical-systems A interfaces loO unit 1 family inet address 192.168.6.5/32

set logical-systems A protocols bgp group internal-peers type internal

set logical-systems A protocols bgp group internal-peers local-address 192.168.6.5

set logical-systems A protocols bgp group internal-peers export send-direct

set logical-systems A protocols bgp group internal-peers neighbor 192.163.6.4

set logical-systems A protocols bgp group internal-peers neighbor 192.168.40.4

set logical-systems A protocols ospf area 0.0.0.0 interface lo0.1 passive

set logical-systems A protocols ospf area 0.0.0.0 interface 1t-0/1/0.1

set logical-systems A policy-options policy-statement send-direct term 2 from protocol
direct

set logical-systems A policy-options policy-statement send-direct term 2 then accept
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Step-by-Step
Procedure

set logical-systems A routing-options router-id 192.168.6.5

set logical-systems A routing-options autonomous-system 17

set logical-systems B interfaces [t-0/1/0 unit 2 description to-A

set logical-systems B interfaces [t-0/1/0 unit 2 encapsulation ethernet

set logical-systems B interfaces lt-0/1/0 unit 2 peer-unit 1

set logical-systems B interfaces [t-0/1/0 unit 2 family inet address 10.10.10.2/30

set logical-systems B interfaces [t-0/1/0 unit 5 description to-C

set logical-systems B interfaces [t-0/1/0 unit 5 encapsulation ethernet

set logical-systems B interfaces [t-0/1/0 unit 5 peer-unit 6

set logical-systems B interfaces [t-0/1/0 unit 5 family inet address 10.10.10.5/30

set logical-systems B interfaces loO unit 2 family inet address 192.163.6.4/32

set logical-systems B protocols bgp group internal-peers type internal

set logical-systems B protocols bgp group internal-peers local-address 192.163.6.4

set logical-systems B protocols bgp group internal-peers export send-direct

set logical-systems B protocols bgp group internal-peers neighbor 192.168.40.4

set logical-systems B protocols bgp group internal-peers neighbor 192.168.6.5

set logical-systems B protocols ospf area 0.0.0.0 interface l00.2 passive

set logical-systems B protocols ospf area 0.0.0.0 interface [t-0/1/0.2

set logical-systems B protocols ospf area 0.0.0.0 interface [t-0/1/0.5

set logical-systems B policy-options policy-statement send-direct term 2 from protocol
direct

set logical-systems B policy-options policy-statement send-direct term 2 then accept

set logical-systems B routing-options router-id 192.163.6.4

set logical-systems B routing-options autonomous-system 17

set logical-systems C interfaces [t-0/1/0 unit 6 description to-B

set logical-systems C interfaces [t-0/1/0 unit 6 encapsulation ethernet

set logical-systems C interfaces lt-0/1/0 unit 6 peer-unit 5

set logical-systems C interfaces [t-0/1/0 unit 6 family inet address 10.10.10.6/30

set logical-systems C interfaces loO unit 3 family inet address 192.168.40.4/32

set logical-systems C protocols bgp group internal-peers type internal

set logical-systems C protocols bgp group internal-peers local-address 192.168.40.4

set logical-systems C protocols bgp group internal-peers export send-direct

set logical-systems C protocols bgp group internal-peers neighbor 192.163.6.4

set logical-systems C protocols bgp group internal-peers neighbor 192.168.6.5

set logical-systems C protocols ospf area 0.0.0.0 interface l00.3 passive

set logical-systems C protocols ospf area 0.0.0.0 interface [t-0/1/0.6

set logical-systems C policy-options policy-statement send-direct term 2 from protocol
direct

set logical-systems C policy-options policy-statement send-direct term 2 then accept

set logical-systems C routing-options router-id 192.168.40.4

set logical-systems C routing-options autonomous-system 17

Device A

The following example requires you to navigate various levels in the configuration
hierarchy. For information about navigating the CLI, see Using the CLI Editor in Configuration
Mode in the CLI User Guide.

To configure internal BGP peer sessions on Device A:

1. Configure the interfaces.

[edit logical-systems A interfaces [t-0/1/0 unit 1]
user@R1# set description to-B

user@R1# set encapsulation ethernet
user@R1# set peer-unit 2
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user@R1# set family inet address 10.10.10.1/30
user@R1# set family inet address 192.168.6.5/32
user@R1# up

user@R1# up

[edit logical-systems A interfaces]

user@R1# set loO unit 1 family inet address 192.168.6.5/32
user@R1# exit

[edit]

user@R1# edit logical-systems B interfaces [t-0/1/0
[edit logical-systems B interfaces lt-0/1/0]

user@R1# set unit 2 description to-A

user@RI1# set unit 2 encapsulation ethernet
user@R1# set unit 2 peer-unit 1

user@R1# set unit 2 family inet address 10.10.10.2/30
user@R1# set unit 5 description to-C

user@R1# set unit 5 encapsulation ethernet
user@R1# set unit 5 peer-unit 6

user@R1# set family inet address 10.10.10.5/30
user@R1# up

[edit logical-systems B interfaces]

user@R1# set loO unit 2 family inet address 192.163.6.4/32
user@R1# exit

[edit]

user@R1# edit logical-systems C interfaces [t-0/1/0 unit 6
[edit logical-systems C interfaces [t-0/1/0 unit 6]

set description to-B

set encapsulation ethernet

set peer-unit 5

set family inet address 10.10.10.6/30

user@RI1# up

user@R1# up

[edit logical-systems C interfaces]

set loO unit 3 family inet address 192.168.40.4/32

2. Configure BGP.

On Logical System A, the neighbor statements are included for both Device B and

Device C, even though Logical System A is not directly connected to Device C.

[edit logical-systems A protocols bgp group internal-peers]
user@RI1# set type internal

user@RI1# set local-address 192.168.6.5

user@R1# set export send-direct

user@R1# set neighbor 192.163.6.4

user@R1# set neighbor 192.168.40.4

[edit logical-systems B protocols bgp group internal-peers]
user@R1# set type internal

user@R1# set local-address 192.163.6.4

user@R1# set export send-direct

user@R1# set neighbor 192.168.40.4

user@RI1# set neighbor 192.168.6.5

[edit logical-systems C protocols bgp group internal-peers]
user@RI1# set type internal
user@R1# set local-address 192.168.40.4
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user@R1# set export send-direct
user@R1# set neighbor 192.163.6.4
user@R1# set neighbor 192.168.6.5

3.  Configure OSPF.

[edit logical-systems A protocols ospf area 0.0.0.0]
user@R1# set interface lo0.1 passive
user@R1# set interface lt-0/1/0.1

[edit logical-systems A protocols ospf area 0.0.0.0]
user@R1# set interface lo0.2 passive

user@R1# set interface lt-0/1/0.2

user@R1# set interface 1t-0/1/0.5

[edit logical-systems A protocols ospf area 0.0.0.0]
user@R1# set interface lo0.3 passive
user@R1# set interface 1t-0/1/0.6

4. Configure a policy that accepts direct routes.

Other useful options for this scenario might be to accept routes learned through
OSPF or local routes.

[edit logical-systems A policy-options policy-statement send-direct term 2]
user@R1# set from protocol direct
user@R1# set then accept

[edit logical-systems B policy-options policy-statement send-direct term 2]
user@R1# set from protocol direct
user@R1# set then accept

[edit logical-systems C policy-options policy-statement send-direct term 2]
user@R1# set from protocol direct
user@R1# set then accept

5.  Configure the router ID and the autonomous system (AS) number.

[edit logical-systems A routing-options]
user@R1# set router-id 192.168.6.5
user@R1# set autonomous-system 17

[edit logical-systems B routing-options]
user@R1# set router-id 192.163.6.4
user@R1# set autonomous-system 17

[edit logical-systems C routing-options]
user@R1# set router-id 192.168.40.4
user@R1# set autonomous-system 17

Results From configuration mode, confirm your configuration by entering the show logical-systems
command. If the output does not display the intended configuration, repeat the
configuration instructions in this example to correct it.

user@R1# show logical-systems
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A{
interfaces {
t-0/1/0 {
unit1{
description to-B;
encapsulation ethernet;
peer-unit 2;
family inet {
address 10.10.10.1/30;
1
}
}
loO {
unit1{
family inet {
address 192.168.6.5/32;
1
1
}
1
protocols {
bgp {
group internal-peers {
type internal;
local-address 192.168.6.5;
export send-direct;
neighbor 192.163.6.4;
neighbor 192.168.40.4;
}
}
ospf {
area 0.0.0.0{
interface lo0.1 {
passive;
1
interface lt-0/1/0.1;
1
}
1
policy-options {
policy-statement send-direct {
term 2 {
from protocol direct;
then accept;
}
}
1
routing-options {
router-id 192.168.6.5;
autonomous-system 17;
1
}
B{
interfaces {
t-0/1/0 {
unit2 {
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description to-A;
encapsulation ethernet;
peer-unit 1;
family inet {
address 10.10.10.2/30;
1
1
unit5{
description to-C;
encapsulation ethernet;
peer-unit 6;
family inet {
address 10.10.10.5/30;
1
}
}
lo0 {
unit2 {
family inet {
address 192.163.6.4/32;
1
}
}
1
protocols {
bgp {
group internal-peers {
type internal;
local-address 192.163.6.4;
export send-direct;
neighbor 192.168.40.4;
neighbor 192.168.6.5;
}
}
ospf {
area 0.0.0.0 {
interface l00.2 {
passive;
1
interface lt-0/1/0.2;
interface lt-0/1/0.5;
1
}
1
policy-options {
policy-statement send-direct {
term 2 {
from protocol direct;
then accept;
1
}
1
routing-options {
router-id 192.163.6.4;
autonomous-system 17;

}
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1
C{
interfaces {
[t-0/1/0 {
unit 6 {
description to-B;
encapsulation ethernet;
peer-unit 5;
family inet {
address 10.10.10.6/30;
1
1
}
loO {
unit3{
family inet {
address 192.168.40.4/32;
1
1
}
1
protocols {
bgp {
group internal-peers {
type internal;
local-address 192.168.40.4;
export send-direct;
neighbor 192.163.6.4;
neighbor 192.168.6.5;
1
}
ospf {
area 0.0.0.0{
interface l00.3 {
passive;
1
interface lt-0/1/0.6;
1
}
1
policy-options {
policy-statement send-direct {
term 2 {
from protocol direct;
then accept;
}
}
1
routing-options {
router-id 192.168.40.4;
autonomous-system 17;
1
}

If you are done configuring the device, enter commit from configuration mode.
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Purpose

Action

Verification

Confirm that the configuration is working properly.

« Verifying BGP Neighbors on page 62

« Verifying BGP Groups on page 63

« Verifying BGP Summary Information on page 63

. Verifying That BGP Routes Are Installed in the Routing Table on page 64

Verifying BGP Neighbors

Verify that BGP is running on configured interfaces and that the BGP session is active for
each neighbor address.

From the operational mode, enter the show bgp neighbor command.

user@R1> show bgp neighbor logical-system A
Peer: 192.163.6.4+179 AS 17 Local: 192.168.6.5+58852 AS 17

Type: Internal State: Established Flags: <Sync>

Last State: OpenConfirm Last Event: RecvKeepAlive

Last Error: None

Export: [ send-direct ]

Options: <Preference LocalAddress Refresh>

Local Address: 192.168.6.5 Holdtime: 90 Preference: 170

Number of flaps: 0O

Peer ID: 192.163.6.4 Local ID: 192.168.6.5 Active Holdtime: 90

Keepalive Interval: 30 Peer index: O

BFD: disabled, down

NLRI for restart configured on peer: inet-unicast

NLRI advertised by peer: inet-unicast

NLRI for this session: inet-unicast

Peer supports Refresh capability (2)

Restart time configured on the peer: 120

Stale routes from peer are kept for: 300

Restart time requested by this peer: 120

NLRI that peer supports restart for: inet-unicast

NLRI that restart is negotiated for: inet-unicast

NLRI of received end-of-rib markers: inet-unicast

NLRI of all end-of-rib markers sent: inet-unicast

Peer supports 4 byte AS extension (peer-as 17)

Peer does not support Addpath

Table inet.0 Bit: 10000
RIB State: BGP restart is complete
Send state: in sync
Active prefixes:
Received prefixes:
Accepted prefixes:
Suppressed due to damping:
Advertised prefixes:

Last traffic (seconds): Received 16 Sent 1 Checked 63

Input messages: Total 15713 Updates 4 Refreshes 0 Octets 298622

Output messages: Total 15690 Updates 2 Refreshes 0 Octets 298222

Output Queue[0]: O

N O WwWwOo

Peer: 192.168.40.4+179 AS 17 Local: 192.168.6.5+56466 AS 17
Type: Internal State: Established Flags: <Sync>
Last State: OpenConfirm Last Event: RecvKeepAlive
Last Error: None
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Export: [ send-direct ]

Options: <Preference LocalAddress Refresh>

Local Address: 192.168.6.5 Holdtime: 90 Preference: 170

Number of flaps: 0O

Peer 1D: 192.168.40.4 Local ID: 192.168.6.5 Active Holdtime: 90

Keepalive Interval: 30 Peer index: 1

BFD: disabled, down

NLRI for restart configured on peer: inet-unicast

NLRI advertised by peer: inet-unicast

NLRI for this session: inet-unicast

Peer supports Refresh capability (2)

Restart time configured on the peer: 120

Stale routes from peer are kept for: 300

Restart time requested by this peer: 120

NLRI that peer supports restart for: inet-unicast

NLRI that restart is negotiated for: inet-unicast

NLRI of received end-of-rib markers: inet-unicast

NLRI of all end-of-rib markers sent: inet-unicast

Peer supports 4 byte AS extension (peer-as 17)

Peer does not support Addpath

Table inet.0 Bit: 10000
RIB State: BGP restart is complete
Send state: in sync
Active prefixes:
Received prefixes:
Accepted prefixes:
Suppressed due to damping:
Advertised prefixes:

Last traffic (seconds): Received 15 Sent 22 Checked 68

Input messages: Total 15688 Updates 2 Refreshes 0 Octets 298111

Output messages: Total 15688 Updates 2 Refreshes 0 Octets 298184

Output Queue[0]: O

NONMNNO

Verifying BGP Groups
Purpose Verify that the BGP groups are configured correctly.

Action From the operational mode, enter the show bgp group command.

user@A> show bgp group logical-system A

Group Type: Internal AS: 17 Local AS: 17
Name: internal-peers Index: O Flags: <Export Eval>
Export: [ send-direct ]
Holdtime: O
Total peers: 2 Established: 2

192.163.6.4+179
192.168.40.4+179
inet.0: 0/5/5/0

Groups: 1 Peers: 2 External: O Internal: 2 Down peers: O Flaps: O
Table Tot Paths Act Paths Suppressed History Damp State Pending
inet.0 5 0 0 0 0 0

Verifying BGP Summary Information

Purpose \Verify that the BGP configuration is correct.

Action From the operational mode, enter the show bgp summary command.

user@A> show bgp summary logical-system A
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Purpose

Action

Related
Documentation

Groups: 1 Peers: 2 Down peers: O

Table Tot Paths Act Paths Suppressed
inet.0 5 0 0
Peer AS InPkt OutPkt
State|#Active/Received/Accepted/Damped. . .
192.163.6.4 17 15723 15700
0/3/3/0 0/0/0/0

192.168.40.4 17 15698 15699
0/2/2/0 0/0/0/0

History Damp State Pending
0 0 0

outQ Flaps Last Up/Dwn

0 0 4d 22:13:15

0 0 4d 22:13:11

Verifying That BGP Routes Are Installed in the Routing Table

Verify that the export policy configuration is working.

From the operational mode, enter the show route protocol bgp command.

user@A> show route protocol bgp logical-system A

inet.0: 7 destinations, 12 routes (7 active, 0 holddown, O hidden)

+ = Active Route, - = Last Active, * = Both
10.10.10.0/30 [BGP/170] 4d 11:05:55, localpref 100, from 192.163.6.4
AS path: 1
> to 10.10.10.2 via 1t-0/1/0.1
10.10.10.4/30 [BGP/170] 4d 11:05:55, localpref 100, from 192.163.6.4
AS path: 1

> to 10.10.10.2 via 1t-0/1/0.1

[BGP/170] 4d 11:03:10, localpref 100, from 192.168.40.4

AS path: 1
> to 10.10.10.2 via 1t-0/1/0.1
192.163.6.4/32 [BGP/170] 4d 11:05:55, localpref 100, from 192.163.6.4
AS path: 1
> to 10.10.10.2 via 1t-0/1/0.1
192.168.40.4/32 [BGP/170] 4d 11:03:10, localpref 100, from 192.168.40.4
AS path: 1

> to 10.10.10.2 via 1t-0/1/0.1

. Examples: Configuring External BGP Peering on page 19
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BGP Path Attribute Configuration

« Example: Configuring BGP Local Preference on page 65

« Examples: Configuring BGP MED on page 78

« Examples: Configuring BGP Local AS on page 116

« Example: Configuring the Accumulated IGP Attribute for BGP on page 136
« Example: Configuring AS Override on page 175

« Example: Disabling Suppression of Route Advertisements on page 185

Example: Configuring BGP Local Preference

« Understanding the BGP Local Preference on page 65

« Example: Configuring the Local Preference Value for BGP Routes on page 66

Understanding the BGP Local Preference

Internal BGP (IBGP) sessions use a metric called the local preference, which is carried in
IBGP update packets in the path attribute LOCAL_PREF. When an autonomous system
(AS) has multiple routes to another AS, the local preference indicates the degree of
preference for one route over the other routes. The route with the highest local preference
value is preferred.

The LOCAL_PREF path attribute is always advertised to IBGP peers and to neighboring
confederations. It is never advertised to external BGP (EBGP) peers. The default behavior
is to not modify the LOCAL_PREF path attribute if it is present.

The LOCAL_PREF path attribute applies at export time only, when the routes are exported
from the routing table into BGP.

If a BGP route is received without a LOCAL_PREF attribute, the route is stored in the
routing table and advertised by BGP as if it were received with a LOCAL_PREF value
of 100. A non-BGP route that is advertised by BGP is advertised with a LOCAL_PREF
value of 100 by default.
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Example: Configuring the Local Preference Value for BGP Routes

This example shows how to configure local preference in internal BGP (IBGP) peer
sessions.

« Requirements on page 66

« Overview on page 66

« Configuration on page 67

« Verification on page 76

Requirements

No special configuration beyond device initialization is required before you configure this
example.

Overview

To change the local preference metric advertised in the path attribute, you must include
the local-preference statement, specifying a value from O through 4,294,967,295 (2°° - 1).

There are several reasons you might want to prefer one path over another. For example,
compared to other paths, one path might be less expensive to use, might have higher
bandwidth, or might be more stable.

Figure 8 on page 66 shows a typical network with internal peer sessions and multiple exit
points to a neighboring AS.

Figure 8: Typical Network with IBGP Sessions and Multiple Exit Points

AS123
R2
12.12.12.0/24 24.24.24.0/24
R1 % AS123 AS4 % R3
13.13.13.0/24 34.34.34.0/24
AS123
D
3
R4 ®

To reach Device R4, Device R1 can take a path through either Device R2 or Device R3. By
default, the local preference is 100 for either route. When the local preferences are equal,
Junos OS has rules for breaking the tie and choosing a path. (See “Understanding BGP

Path Selection” on page 8.) In this example, the active route is through Device R2 because
the router ID of Device R2 is lower than the router ID of Device R3. The following example
shows how to override the default behavior with an explicit setting for the local preference.
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The example configures a local preference of 300 on Device R3, thereby making Device
R3 the preferred path to reach Device R4.

Configuration

« Configuring Device R1on page 68
» Configuring Device R2 on page 70
« Configuring Device R3 on page 72
« Configuring Device R4 on page 75

CLIQuick To quickly configure this example, copy the following commands, paste them into a text
Configuration file, remove any line breaks, change any details necessary to match your network
configuration, and then copy and paste the commands into the CLI at the [edit] hierarchy
level.

Device R1 set interfaces fe-1/2/0 unit 1 family inet address 12.12.12.1/24
set interfaces fe-1/2/1 unit 2 family inet address 13.13.13.1/24
set interfaces loO unit 1 family inet address 192.168.1.1/32
set protocols bgp group internal type internal
set protocols bgp group internal local-address 192.168.1.1
set protocols bgp group internal export send-direct
set protocols bgp group internal neighbor 192.168.2.1
set protocols bgp group internal neighbor 192.168.3.1
set protocols ospf area 0.0.0.0 interface lo0.1 passive
set protocols ospf area 0.0.0.0 interface fe-1/2/0.1
set protocols ospf area 0.0.0.0 interface fe-1/2/1.2
set policy-options policy-statement send-direct term 1 from protocol direct
set policy-options policy-statement send-direct term 1 then accept
set routing-options autonomous-system 123
set routing-options router-id 192.168.1.1

Device R2 set interfaces fe-1/2/0 unit 3 family inet address 12.12.12.2/24
set interfaces fe-1/2/1 unit 4 family inet address 24.24.24.2/24
set interfaces loO unit 2 family inet address 192.168.2.1/32
set protocols bgp group internal type internal
set protocols bgp group internal local-address 192.168.2.1
set protocols bgp group internal export send-direct
set protocols bgp group internal neighbor 192.168.1.1
set protocols bgp group internal neighbor 192.168.3.1
set protocols bgp group external type external
set protocols bgp group external export send-direct
set protocols bgp group external peer-as 4
set protocols bgp group external neighbor 24.24.24.4
set protocols ospf area 0.0.0.0 interface l00.2 passive
set protocols ospf area 0.0.0.0 interface fe-1/2/0.3
set protocols ospf area 0.0.0.0 interface fe-1/2/1.4
set policy-options policy-statement send-direct term 1 from protocol direct
set policy-options policy-statement send-direct term 1 then accept
set routing-options autonomous-system 123
set routing-options router-id 192.168.2.1

Device R3 set interfaces fe-1/2/0 unit 5 family inet address 13.13.13.3/24
set interfaces fe-1/2/1 unit 6 family inet address 34.34.34.3/24
set interfaces loO unit 3 family inet address 192.168.3.1/32
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Device R4

Step-by-Step
Procedure

set protocols bgp group internal type internal

set protocols bgp group internal local-address 192.168.3.1

set protocols bgp group internal export send-direct

set protocols bgp group internal neighbor 192.168.1.1

set protocols bgp group internal neighbor 192.168.2.1

set protocols bgp group external type external

set protocols bgp group external export send-direct

set protocols bgp group external peer-as 4

set protocols bgp group external neighbor 34.34.34.4

set protocols ospf area 0.0.0.0 interface l00.3 passive

set protocols ospf area 0.0.0.0 interface fe-1/2/0.5

set protocols ospf area 0.0.0.0 interface fe-1/2/1.6

set policy-options policy-statement send-direct term 1 from protocol direct
set policy-options policy-statement send-direct term 1 then accept
set routing-options autonomous-system 123

set routing-options router-id 192.168.3.1

set interfaces fe-1/2/0 unit 7 family inet address 24.24.24.4/24

set interfaces fe-1/2/1 unit 8 family inet address 34.34.34.4/24

set interfaces loO unit 4 family inet address 192.168.4.1/32

set protocols bgp group external type external

set protocols bgp group external export send-direct

set protocols bgp group external peer-as 123

set protocols bgp group external neighbor 34.34.34.3

set protocols bgp group external neighbor 24.24.24.2

set policy-options policy-statement send-direct term 1 from protocol direct
set policy-options policy-statement send-direct term 1 then accept
set routing-options autonomous-system 4

set routing-options router-id 192.168.4.1

Configuring Device R1

The following example requires you to navigate various levels in the configuration
hierarchy. For information about navigating the CLI, see Using the CLI Editor in Configuration
Mode in the CL/ User Guide.

To configure Device R1:

1. Configure the interfaces.

[edit interfaces fe-1/2/0 unit 1]
user@R1# set family inet address 12.12.12.1/24

[edit interfaces fe-1/2/1 unit 2]
user@R1# set family inet address 13.13.13.1/24

[edit interfaces loO unit 1]
user@R1# set family inet address 192.168.1.1/32

2. Configure BGP.

[edit protocols bgp group internal]
user@RI1# set type internal

user@R1# set local-address 192.168.1.1
user@RI1# set export send-direct
user@R1# set neighbor 192.168.2.1
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user@R1# set neighbor 192.168.3.1
3.  Configure OSPF.

[edit protocols ospf area 0.0.0.0]
user@R1# set interface lo0.1 passive
user@R1# set interface fe-1/2/0.1
user@R1# set interface fe-1/2/1.2

4. Configure a policy that accepts direct routes.

e NOTE: Other useful options for this scenario might be to accept routes
learned through OSPF or local routes.

[edit policy-options policy-statement send-direct term 1]
user@R1# set from protocol direct
user@R1# set then accept

5.  Configure the router ID and autonomous system (AS) number.

[edit routing-options]
user@R1# set autonomous-system 123
user@R1# set router-id 192.168.1.1

Results From configuration mode, confirm your configuration by entering the show interfaces,
show policy-options, show protocols, and show routing-options commands. If the output
does not display the intended configuration, repeat the instructions in this example to
correct the configuration.

user@R1# show interfaces
fe-1/2/0 {
unit1{
family inet {
address 12.12.12.1/24;
1
1
1
fe-1/2/1{
unit 2 {
family inet {
address 13.13.13.1/24;
}
1
1
lo0 {
unit1{
family inet {
address 192.168.1.1/32;
}
1
}

user@R1# show policy-options
policy-statement send-direct {
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term1{
from protocol direct;
then accept;
1
}

user@R1# show protocols
bgp {
group internal {
type internal;
local-address 192.168.1.1;
export send-direct;
neighbor 192.168.2.1;
neighbor 192.168.3.1;
1
}
ospf {
area 0.0.0.0 {
interface lo0.1 {
passive;
}
interface fe-1/2/0.7;
interface fe-1/2/1.2;
1
1

user@R1# show routing-options

autonomous-system 123;
router-id 192.168.1.1;

If you are done configuring the device, enter commit from configuration mode.

Configuring Device R2

The following example requires you to navigate various levels in the configuration
hierarchy. For information about navigating the CLI, see Using the CLI Editor in Configuration
Mode in the CLI/ User Guide.

To configure Device R2:

1.

2.

Configure the interfaces.

[edit interfaces fe-1/2/0 unit 3]
user@R2# set family inet address 12.12.12.21/24

[edit interfaces fe-1/2/1 unit 4]
user@R2# set family inet address 24.24.24.2/24

[edit interfaces loO unit 2]
user@R2# set family inet address 192.168.2.1/32

Configure BGP.

[edit protocols bgp group internal]
user@R2# set type internal

user@R2# set local-address 192.168.2.1
user@R2# set export send-direct
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user@R2# set neighbor 192.168.1.1
user@R2# set neighbor 192.168.3.1

[edit protocols bgp group external]
user@R2# set type external
user@R2# set export send-direct
user@R2# set peer-as 4
user@R2# set neighbor 24.24.24.4

3.  Configure OSPF.

[edit protocols ospf area 0.0.0.0]
user@R2# set interface l00.2 passive
user@R2# set interface fe-1/2/0.3
user@R2# set interface fe-1/2/1.4

4.  Configure a policy that accepts direct routes.

0 NOTE: Other useful options for this scenario might be to accept routes
learned through OSPF or local routes.

[edit policy-options policy-statement send-direct term 1]
user@R2# set from protocol direct
user@R2# set then accept

5.  Configure the router ID and autonomous system (AS) number.

[edit routing-options]
user@R2# set autonomous-system 123
user@R2# set router-id 192.168.2.1

Results From configuration mode, confirm your configuration by entering the show interfaces,
show policy-options, show protocols, and show routing-options commands. If the output
does not display the intended configuration, repeat the instructions in this example to
correct the configuration.

user@R2# show interfaces
fe-1/2/0 {
unit3 {
family inet {
address 12.12.12.2/24;
}
1
}
fe-1/2/1{
unit 4 {
family inet {
address 24.24.24.2/24;
}
1
1
loO {
unit 2 {
family inet {
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address 192.168.2.1/32;
}
1
}

user@R2# show policy-options
policy-statement send-direct {
term1{
from protocol direct;
then accept;
}
1

user@R2# show protocols
bgp {
group internal {
type internal;
local-address 192.168.2.1;
export send-direct;
neighbor 192.168.1.1;
neighbor 192.168.3.1;
1
group external {
type external;
export send-direct;
peer-as 4;
neighbor 24.24.24.4;
1
}
ospf {
area 0.0.0.0 {
interface lo0.2 {
passive;
}
interface fe-1/2/0.3;
interface fe-1/2/1.4;
1
1

user@R2# show routing-options
autonomous-system 123;
router-id 192.168.2.1;

If you are done configuring the device, enter commit from configuration mode.

Configuring Device R3

The following example requires you to navigate various levels in the configuration
hierarchy. For information about navigating the CLI, see Using the CLI Editor in Configuration
Mode in the CLI/ User Guide.

To configure Device R3:

1. Configure the interfaces.

[edit interfaces fe-1/2/0 unit 5]
user@R3# set family inet address 13.13.13.3/24

72

Copyright © 2013, Juniper Networks, Inc.



Chapter 4: BGP Path Attribute Configuration

[edit interfaces fe-1/2/1 unit 6]
user@R3# set family inet address 34.34.34.3/24

[edit interfaces loO unit 3]
user@R3# set family inet address 192.168.3.1/32

2. Configure BGP.

[edit protocols bgp group internal]
user@R3# set type internal

user@R3# set local-address 192.168.3.1
user@R3# set export send-direct
user@R3# set neighbor 192.168.1.1
user@R3# set neighbor 192.168.2.1

[edit protocols bgp group external]
user@R3# set type external
user@R3# set export send-direct
user@R3# set peer-as 4
user@R3# set neighbor 34.34.34.4

3. Configure OSPF.

[edit protocols ospf area 0.0.0.0]
user@R3# set interface l00.3 passive
user@R3# set interface fe-1/2/0.5
user@R3# set interface fe-1/2/1.6

4. Configure a policy that accepts direct routes.

o NOTE: Other useful options for this scenario might be to accept routes
learned through OSPF or local routes.

[edit policy-options policy-statement send-direct term 1]
user@R3# set from protocol direct
user@R3# set then accept

5. Configure the router ID and autonomous system (AS) number.

[edit routing-options]
user@R3# set autonomous-system 123
user@R3# set router-id 192.168.3.1

Results From configuration mode, confirm your configuration by entering the show interfaces,
show policy-options, show protocols, and show routing-options commands. If the output
does not display the intended configuration, repeat the instructions in this example to
correct the configuration.

user@R3# show interfaces
fe-1/2/0 {
unit5 {
family inet {
address 13.13.13.3/24;
}
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1
1
fe-1/2/1{
unit 6 {
family inet {
address 34.34.34.3/24;
}
1
}
lo0 {
unit3{
family inet {
address 192.168.3.1/32;
}
1
}

user@R3# show policy-options
policy-statement send-direct {
term1{
from protocol direct;
then accept;
}
1

user@R3# show protocols
bgp {
group internal {
type internal;
local-address 192.168.3.1;
export send-direct;
neighbor 192.168.1.1;
neighbor 192.168.2.1;
1
group external {
type external;
export send-direct;
peer-as 4;
neighbor 34.34.34.4;
1
}
ospf {
area 0.0.0.0{
interface 100.3 {
passive;
}
interface fe-1/2/0.5;
interface fe-1/2/1.6;
1
1

user@R3# show routing-options
autonomous-system 123;
router-id 192.168.3.1;

If you are done configuring the device, enter commit from configuration mode.
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Configuring Device R4

Step-by-Step  The following example requires you to navigate various levels in the configuration
Procedure hierarchy. Forinformation about navigating the CLI, see Using the CL| Editor in Configuration
Mode in the CL/ User Guide.

To configure Device R4:

1. Configure the interfaces.

[edit interfaces fe-1/2/0 unit 7]
user@R4# set family inet address 24.24.24.4/24

[edit interfaces fe-1/2/1 unit 8]
user@R4# set family inet address 34.34.34.4/24

[edit interfaces loO unit 4]
user@R4# set family inet address 192.168.4.1/32

2. Configure BGP.

[edit protocols bgp group external]
user@R4# set type external
user@R4# set export send-direct
user@R4# set peer-as 123
user@R4# set neighbor 34.34.34.3
user@R4# set neighbor 24.24.24.2

3. Configure a policy that accepts direct routes.

e NOTE: Other useful options for this scenario might be to accept routes
learned through OSPF or local routes.

[edit policy-options policy-statement send-direct term 1]
user@R4# set from protocol direct
user@R4# set then accept

4,  Configure the router ID and autonomous system (AS) number.

[edit routing-options]
user@R4# set autonomous-system 4
user@R4# set router-id 192.168.4.1

Results From configuration mode, confirm your configuration by entering the show interfaces,
show policy-options, show protocols, and show routing-options commands. If the output
does not display the intended configuration, repeat the instructions in this example to
correct the configuration.

user@R4# show interfaces
fe-1/2/0 {
unit7{
family inet {
address 24.24.24.4/24;
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}
1
}
fe-1/2/11
unit 8 {
family inet {
address 34.34.34.4/24;
}
1
}
lo0 {
unit 4 {
family inet {
address 192.168.4.1/32;
}
1
}

user@R4# show policy-options
policy-statement send-direct {
term1{
from protocol direct;
then accept;
1
1

user@R4# show protocols
bgp {
group external {
type external;
export send-direct;
peer-as 123;
neighbor 34.34.34.3;
neighbor 24.24.24.2;
1
}

user@R4# show routing-options
autonomous-system 4;
router-id 192.168.4.1;

If you are done configuring the device, enter commit from configuration mode.

Verification

Confirm that the configuration is working properly.

« Checking the Active Path From Device R1to Device R4 on page 76

« Altering the Local Preference to Change the Path Selection on page 77

« Rechecking the Active Path From Device R1to Device R4 on page 77
Checking the Active Path From Device R] to Device R4

Verify that the active path from Device R1to Device R4 goes through Device R2.
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Action From operational mode, enter the show route protocol bgp command.

user@R1> show route protocol bgp
inet.0: 11 destinations, 18 routes (11 active, O holddown, O hidden)
+ = Active Route, - = Last Active, * = Both

12.12.12.0/24 [BGP/170] 00:11:48, localpref 100, from 192.168.2.1
AS path: 1
> to 12.12.12.2 via fe-1/2/0.1
13.13.13.0/24 [BGP/170] 00:11:48, localpref 100, from 192.168.3.1
AS path: 1
> to 13.13.13.3 via fe-1/2/1.2
24.24.24.0/24 [BGP/170] 00:11:48, localpref 100, from 192.168.2.1
AS path: 1
> to 12.12.12.2 via fe-1/2/0.1
34.34.34.0/24 [BGP/170] 00:11:48, localpref 100, from 192.168.3.1
AS path: 1
> to 13.13.13.3 via fe-1/2/1.2
192.168.2.1/32 [BGP/170] 00:11:48, localpref 100, from 192.168.2.1
AS path: 1
> to 12.12.12.2 via fe-1/2/0.1
192.168.3.1/32 [BGP/170] 00:11:48, localpref 100, from 192.168.3.1
AS path: 1
> to 13.13.13.3 via fe-1/2/1.2
192.168.4.1/32 *[BGP/170] 00:05:14, localpref 100, from 192.168.2.1
AS path: 4 1
> to 12.12.12.2 via fe-1/2/0.1
[BGP/170] 00:05:14, localpref 100, from 192.168.3.1
AS path: 4 1
> to 13.13.13.3 via fe-1/2/1.2

Meaning The asterisk (*) shows that the preferred path is through Device R2. In the default
configuration, Device R2 has a lower router ID than Device R3. The router ID is controlling
the path selection.

Altering the Local Preference to Change the Path Selection
Purpose Change the path so that it goes through Device R3.

Action From configuration mode, enter the set local-preference 300 command.

[edit protocols bgp group internal]
user@R3# set local-preference 300
user@R3# commit

Rechecking the Active Path From Device R1 to Device R4
Purpose Verify that the active path from Device R1 to Device R4 goes through Device R3.

Action From operational mode, enter the show route protocol bgp command.

user@R1> show route protocol bgp
inet.0: 11 destinations, 17 routes (11 active, 0 holddown, O hidden)

+ = Active Route, - = Last Active, * = Both
12.12.12.0/24 [BGP/170] 00:16:48, localpref 100, from 192.168.2.1
AS path: 1
> to 12.12.12.2 via fe-1/2/0.1
13.13.13.0/24 [BGP/170] 00:00:22, localpref 300, from 192.168.3.1
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AS path: 1
> to 13.13.13.3 via fe-1/2/1.2
[BGP/170] 00:16:48, localpref 100,
AS path: 1
> to 12.12.12.2 via fe-1/2/0.1
[BGP/170] 00:00:22, localpref 300,
AS path: 1
> to 13.13.13.3 via fe-1/2/1.2
[BGP/170] 00:16:48, localpref 100,
AS path: 1
> to 12.12.12.2 via fe-1/2/0.1
[BGP/170] 00:00:22, localpref 300,
AS path: 1
> to 13.13.13.3 via fe-1/2/1.2
*[BGP/170] 00:00:21, localpref 300,
AS path: 4 1
> to 13.13.13.3 via fe-1/2/1.2

24.24.24.0/24 from 192.168.2.1

34.34.34.0/24 from 192.168.3.1

192.168.2.1/32 from 192.168.2.1

192.168.3.1/32 from 192.168.3.1

192.168.4.1/32 from 192.168.3.1

The asterisk (*) shows that the preferred path is through Device R3. In the altered
configuration, Device R3 has a higher local preference than Device R2. The local preference
is controlling the path selection.

. Examples: Configuring Internal BGP Peering on page 42

« BGP Configuration Overview

Examples: Configuring BGP MED

« Understanding the MED Attribute on page 78

. Example: Configuring the MED Attribute Directly on page 81

- Example: Configuring the MED Using Route Filters on page 93

« Example: Configuring the MED Using Communities on page 106

« Example: Associating the MED Path Attribute with the IGP Metric and Delaying MED
Updates on page 106

Understanding the MED Attribute

The BGP multiple exit discriminator (MED, or MULTI_EXIT_DISC) is a non-transitive
attribute, meaning that it is not propagated throughout the Internet, but only to adjacent
autonomous systems (ASs). The MED attribute is optional, meaning that it is not always
sent with the BGP updates. The purpose of MED is to influence how other ASs enter your
AS to reach a certain prefix.

The MED attribute has a value that is referred to as a metric. If all other factors in
determining an exit point are equal, the exit point with the lowest metric is preferred.

If a MED is received over an external BGP link, it is propagated over internal links to other
BGP-enabled devices within the AS.

BGP update messages include a MED metric if the route was learned from BGP and
already had a MED metric associated with it, or if you configure the MED metric in the
configuration file.
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A MED metric is advertised with a route according to the following general rules:

« A more specific metric overrides a less specific metric. That is, a group-specific metric
overrides a global BGP metric, and a peer-specific metric overrides a global BGP or
group-specific metric.

« A metric defined with a routing policy overrides a metric defined with the metric-out
statement.

- If any metric is defined, it overrides a metric received in a route.

. |fthereceived route does not have an associated MED metric, and if you do not explicitly
configure a metric value, no metric is advertised. When you do not explicitly configure
ametric value, the MED value is equivalent to zero (0) when advertising an active route.

Because the AS path rather than the number of hops between hosts is the primary criterion
for BGP route selection, an AS with multiple connections to a peer AS can have multiple
equivalent AS paths. When the routing table contains two routes to the same host ina
neighboring AS, an MED metric assigned to each route can determine which to include
in the forwarding table. The MED metric you assign can force traffic through a particular
exit pointin an AS.

Figure 9 on page 79 illustrates how MED metrics are used to determine route selection.

Figure 9: Default MED Example

B % %
E MED =10 E ﬁFMED=1O

F MED = 20 E MED =20

S

Figure 9 on page 79 shows AS 1and AS 2 connected by two separate BGP links to
Routers Cand D. Host Ein AS 1is located nearer to Router C. Host F, also in AS 1, is located
nearer to Router D. Because the AS paths are equivalent, two routes exist for each host,
one through Router C and one through Router D. To force all traffic destined for Host E
through Router C, the network administrator for AS 2 assigns an MED metric for each
router to Host E at its exit point. An MED metric of 10 is assigned to the route to Host E
through Router C, and an MED metric of 20 is assigned to the route to Host E through
Router D. BGP routers in AS 2 then select the route with the lower MED metric for the
forwarding table.
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By default, only the MEDs of routes that have the same peer ASs are compared. However,
you can configure the routing table path selection options listed in Table 3 on page 80
to compare MEDs in different ways. The MED options are not mutually exclusive and can
be configured in combination or independently. For the MED options to take effect, you
must configure them uniformly all through your network. The MED option or options you
configure determine the route selected. Thus we recommend that you carefully evaluate
your network for preferred routes before configuring the MED options.

Table 3: MED Options for Routing Table Path Selection

Option (Name)

Always comparing MEDs
(always-compare-med)

Function Use
Ensures that the MEDs for paths from Useful when all enterprises participating
peers in different ASs are always in a network agree on a uniform policy

compared in the route selection process.  for setting MEDs. For example, in a
network shared by two ISPs, both must
agree that a certain path is the better
path to configure the MED values
correctly.

Adding IGP cost to MED (med-plus-igp) Before comparing MED values for path Useful when the downstream AS requires

selection, adds tothe MED the cost of the  the complete cost of a certain route that
IGP route to the BGP next-hop is received across multiple ASs.
destination.

This option replaces the MED value for
the router, but does not affect the IGP
metric comparison. As a result, when
multiple routes have the same value after
the MED-plus-IPG comparison, and route
selection continues, the IGP route metric
is also compared, even though it was
added to the MED value and compared
earlier in the selection process.

Applying Cisco |IOS nondeterministic Specifies the nondeterministic behavior We recommend that you do not
behavior (cisco-non-deterministic) of the Cisco I0OS software: configure this option, because the

nondeterministic behavior sometimes
« The active path is always first. All prevents the system from properly
nonactive but eligible paths follow the  comparing the MEDs between paths.
active path and are maintained in the
order in which they were received.
Ineligible paths remain at the end of
the list.

« When a new path is added to the
routing table, path comparisons are
made among all routes, including those
paths that must never be selected
because they lose the MED
tie-breaking rule.
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Example: Configuring the MED Attribute Directly

This example shows how to configure a multiple exit discriminator (MED) metric to
advertise in BGP update messages.

« Requirements on page 81

« QOverview on page 81

« Configuration on page 82

« Verification on page 92

Requirements

No special configuration beyond device initialization is required before you configure this
example.

Overview

To directly configure a MED metric to advertise in BGP update messages, include the
metric-out statement:

metric-out (metric | minimum-igp offset | igp delay-med-update | offset);

metric is the primary metric on all routes sent to peers. It can be a value in the range
from O through 4,294,967,295 (2 - 1).

The following optional settings are also supported:

« minimum-igp—Sets the metric to the minimum metric value calculated in the interior
gateway protocol (IGP) to get to the BGP next hop. If a newly calculated metric is
greater than the minimum metric value, the metric value remains unchanged. If a newly
calculated metric is lower, the metric value is lowered to that value.

. igp—Sets the metric to the most recent metric value calculated in the IGP to get to the
BGP next hop.

« delay-med-update—Delays sending MED updates when the MED value increases.
Include the delay-med-update statement when you configure the igp statement. The
default interval to delay sending updates, unless the MED is lower or another attribute
associated with the route has changed is 10 minutes. Include the
med-igp-update-interval minutes statement at the [edit routing-options] hierarchy level
to modify the default interval.

« offset—Specifies a value for offset to increase or decrease the metric that is used from
the metric value calculated in the IGP. The metric value is offset by the value specified.
The metric calculated in the IGP (by specifying either igp or igp-minimum) is increased
if the offset value is positive. The metric calculated in the IGP (by specifying either igp
or igp-minimum) is decreased if the offset value is negative.

offset can be avaluein therange from -7 through 2°'—1.Note that the adjusted metric

can never go below O or above 271,

Figure 10 on page 82 shows a typical network with internal peer sessions and multiple
exit points to a neighboring autonomous system (AS).
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Figure 10: Typical Network with IBGP Sessions and Multiple Exit Points
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Device R4 has multiple loopback interfaces configured to simulate advertised prefixes.
The extra loopback interface addresses are 44.44.44.44/32 and 144.144144144/32. This
example shows how to configure Device R4 to advertise a MED value of 30 to Device R3
and a MED value of 20 to Device R2. This causes all of the devices in AS 123 to prefer the
path through Device R2 to reach AS 4.

Configuration

« Configuring Device R1on page 84
» Configuring Device R2 on page 86
« Configuring Device R3 on page 88
« Configuring Device R4 on page 90

CLIQuick To quickly configure this example, copy the following commands, paste them into a text
Configuration file, remove any line breaks, change any details necessary to match your network
configuration, and then copy and paste the commands into the CLI at the [edit] hierarchy
level.

Device R1 set interfaces fe-1/2/0 unit 1 family inet address 12.12.12.1/24
set interfaces fe-1/2/1 unit 2 family inet address 13.13.13.1/24
set interfaces loO unit 1 family inet address 192.168.1.1/32
set protocols bgp group internal type internal
set protocols bgp group internal local-address 192.168.1.1
set protocols bgp group internal export send-direct
set protocols bgp group internal neighbor 192.168.2.1
set protocols bgp group internal neighbor 192.168.3.1
set protocols ospf area 0.0.0.0 interface lo0.1 passive
set protocols ospf area 0.0.0.0 interface fe-1/2/0.1
set protocols ospf area 0.0.0.0 interface fe-1/2/1.2
set policy-options policy-statement send-direct term 1 from protocol direct
set policy-options policy-statement send-direct term 1 then accept
set routing-options autonomous-system 123
set routing-options router-id 192.168.1.1

Device R2 set interfaces fe-1/2/0 unit 3 family inet address 12.12.12.2/24
set interfaces fe-1/2/1 unit 4 family inet address 24.24.24.2/24
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set interfaces loO unit 2 family inet address 192.168.2.1/32

set protocols bgp group internal type internal

set protocols bgp group internal local-address 192.168.2.1

set protocols bgp group internal export send-direct

set protocols bgp group internal neighbor 192.168.1.1

set protocols bgp group internal neighbor 192.168.3.1

set protocols bgp group external type external

set protocols bgp group external export send-direct

set protocols bgp group external peer-as 4

set protocols bgp group external neighbor 24.24.24.4

set protocols ospf area 0.0.0.0 interface l00.2 passive

set protocols ospf area 0.0.0.0 interface fe-1/2/0.3

set protocols ospf area 0.0.0.0 interface fe-1/2/1.4

set policy-options policy-statement send-direct term 1 from protocol direct
set policy-options policy-statement send-direct term 1 then accept
set routing-options autonomous-system 123

set routing-options router-id 192.168.2.1

Device R3 set interfaces fe-1/2/0 unit 5 family inet address 13.13.13.3/24
set interfaces fe-1/2/1 unit 6 family inet address 34.34.34.3/24
set interfaces loO unit 3 family inet address 192.168.3.1/32
set protocols bgp group internal type internal
set protocols bgp group internal local-address 192.168.3.1
set protocols bgp group internal export send-direct
set protocols bgp group internal neighbor 192.168.1.1
set protocols bgp group internal neighbor 192.168.2.1
set protocols bgp group external type external
set protocols bgp group external export send-direct
set protocols bgp group external peer-as 4
set protocols bgp group external neighbor 34.34.34.4
set protocols ospf area 0.0.0.0 interface l00.3 passive
set protocols ospf area 0.0.0.0 interface fe-1/2/0.5
set protocols ospf area 0.0.0.0 interface fe-1/2/1.6
set policy-options policy-statement send-direct term 1 from protocol direct
set policy-options policy-statement send-direct term 1 then accept
set routing-options autonomous-system 123
set routing-options router-id 192.168.3.1

Device R4 set interfaces fe-1/2/0 unit 7 family inet address 24.24.24.4/24
set interfaces fe-1/2/1 unit 8 family inet address 34.34.34.4/24
set interfaces loO unit 4 family inet address 192.168.4.1/32
set interfaces loO unit 4 family inet address 44.44.44.44/32
set interfaces loO unit 4 family inet address 144.144.144.144/32
set protocols bgp group external type external
set protocols bgp group external export send-direct
set protocols bgp group external peer-as 123
set protocols bgp group external neighbor 34.34.34.3 metric-out 30
set protocols bgp group external neighbor 24.24.24.2 metric-out 20
set policy-options policy-statement send-direct term 1 from protocol direct
set policy-options policy-statement send-direct term 1 then accept
set routing-options autonomous-system 4
set routing-options router-id 192.168.4.1
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Step-by-Step
Procedure

Results

Configuring Device R1

The following example requires you to navigate various levels in the configuration
hierarchy. For information about navigating the CLI, see Using the CLI Editor in Configuration
Mode in the CL/ User Guide.

To configure Device R1:

1. Configure the interfaces.

[edit interfaces fe-1/2/0 unit 1]
user@R1# set family inet address 12.12.12.1/24

[edit interfaces fe-1/2/1 unit 2]
user@R1# set family inet address 13.13.13.1/24

[edit interfaces loO unit 1]
user@R1# set family inet address 192.168.1.1/32

2. Configure BGP.

[edit protocols bgp group internal]
user@RI1# set type internal

user@R1# set local-address 192.168.1.1
user@R1# set export send-direct
user@R1# set neighbor 192.168.2.1
user@R1# set neighbor 192.168.3.1

3. Configure OSPF.

[edit protocols ospf area 0.0.0.0]
user@R1# set interface lo0.1 passive
user@R1# set interface fe-1/2/0.1
user@RI1# set interface fe-1/2/1.2

4. Configure a policy that accepts direct routes.

Other useful options for this scenario might be to accept routes learned through
OSPF or local routes.

[edit policy-options policy-statement send-direct term 1]
user@R1# set from protocol direct
user@R1# set then accept

5.  Configure the router ID and autonomous system (AS) number.

[edit routing-options]
user@R1# set autonomous-system 123
user@R1# set router-id 192.168.1.1

From configuration mode, confirm your configuration by entering the show interfaces,
show policy-options, show protocols, and show routing-options commands. If the output
does not display the intended configuration, repeat the instructions in this example to
correct the configuration.

user@R1# show interfaces
fe-1/2/0 {

84

Copyright © 2013, Juniper Networks, Inc.



Chapter 4: BGP Path Attribute Configuration

unit1{
family inet {
address 12.12.12.1/24;
}
1
1
fe-1/2/1{
unit 2 {
family inet {
address 13.13.13.1/24;
}
1
1
loO {
unit1{
family inet {
address 192.168.1.1/32;
}
1
1

user@R1# show policy-options
policy-statement send-direct {
term1{
from protocol direct;
then accept;
1
1

user@R1# show protocols
bgp {
group internal {
type internal;
local-address 192.168.1.1;
export send-direct;
neighbor 192.168.2.1;
neighbor 192.168.3.1;
1
1
ospf {
area 0.0.0.0 {
interface lo0.1 {
passive;
}
interface fe-1/2/0.1;
interface fe-1/2/1.2;
1
}

user@R1# show routing-options
autonomous-system 123;
router-id 192.168.1.1;

If you are done configuring the device, enter commit from configuration mode.
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Configuring Device R2

Step-by-Step  The following example requires you to navigate various levels in the configuration
Procedure hierarchy. Forinformation about navigating the CLI, see Using the CL| Editor in Configuration
Mode in the CL/ User Guide.

To configure Device R2:

1. Configure the interfaces.

[edit interfaces fe-1/2/0 unit 3]
user@R2# set family inet address 12.12.12.21/24

[edit interfaces fe-1/2/1 unit 4]
user@R2# set family inet address 24.24.24.2/24

[edit interfaces loO unit 2]
user@R2# set family inet address 192.168.2.1/32

2. Configure BGP.

[edit protocols bgp group internal]
user@R2# set type internal

user@R2# set local-address 192.168.2.1
user@R2# set export send-direct
user@R2# set neighbor 192.168.1.1
user@R2# set neighbor 192.168.3.1

[edit protocols bgp group external]
user@R2# set type external
user@R2# set export send-direct
user@R2# set peer-as 4
user@R2# set neighbor 24.24.24.4

3. Configure OSPF.

[edit protocols ospf area 0.0.0.0]
user@R2# set interface l00.2 passive
user@R2# set interface fe-1/2/0.3
user@R2# set interface fe-1/2/1.4

4.  Configure a policy that accepts direct routes.

Other useful options for this scenario might be to accept routes learned through
OSPF or local routes.

[edit policy-options policy-statement send-direct term 1]
user@R2# set from protocol direct
user@R2# set then accept

5. Configure the router ID and autonomous system (AS) number.

[edit routing-options]
user@R2# set autonomous-system 123
user@R2# set router-id 192.168.2.1
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Results From configuration mode, confirm your configuration by entering the show interfaces,
show policy-options, show protocols, and show routing-options commands. If the output
does not display the intended configuration, repeat the instructions in this example to
correct the configuration.

user@R2# show interfaces
fe-1/2/0 {
unit3{
family inet {
address 12.12.12.2/24;
}
1
1
fe-1/2/11
unit 4 {
family inet {
address 24.24.24.2/24;
1
1
1
lo0 {
unit 2 {
family inet {
address 192.168.2.1/32;
}
1
1

user@R2# show policy-options
policy-statement send-direct {
term1{
from protocol direct;
then accept;
1
}

user@R2# show protocols
bgp {
group internal {
type internal;
local-address 192.168.2.1;
export send-direct;
neighbor 192.168.1.1;
neighbor 192.168.3.1;
1
group external {
type external;
export send-direct;
peer-as 4;
neighbor 24.24.24.4;
1
1
ospf {
area 0.0.0.0 {
interface lo0.2 {
passive;
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}
interface fe-1/2/0.3;
interface fe-1/2/1.4;
1
}

user@R2# show routing-options
autonomous-system 123;
router-id 192.168.2.1;

If you are done configuring the device, enter commit from configuration mode.

Configuring Device R3

The following example requires you to navigate various levels in the configuration
hierarchy. For information about navigating the CLI, see Using the CLI Editor in Configuration

Mode in the CL/ User Guide.
To configure Device R3:

1. Configure the interfaces.

[edit interfaces fe-1/2/0 unit 5]
user@R3# set family inet address 13.13.13.3/24

[edit interfaces fe-1/2/1 unit 6]
user@R3# set family inet address 34.34.34.3/24

[edit interfaces loO unit 3]
user@R3# set family inet address 192.168.3.1/32

2. Configure BGP.

[edit protocols bgp group internal]
user@R3# set type internal

user@R3# set local-address 192.168.3.1
user@R3# set export send-direct
user@R3# set neighbor 192.168.1.1
user@R3# set neighbor 192.168.2.1

[edit protocols bgp group external]
user@R3# set type external
user@R3# set export send-direct
user@R3# set peer-as 4
user@R3# set neighbor 34.34.34.4

3.  Configure OSPF.

[edit protocols ospf area 0.0.0.0]
user@R3# set interface l00.3 passive
user@R3# set interface fe-1/2/0.5
user@R3# set interface fe-1/2/1.6

4. Configure a policy that accepts direct routes.

Other useful options for this scenario might be to
OSPF or local routes.

accept routes learned through
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[edit policy-options policy-statement send-direct term 1]
user@R3# set from protocol direct
user@R3# set then accept

5. Configure the router ID and autonomous system (AS) number.

[edit routing-options]
user@R3# set autonomous-system 123
user@R3# set router-id 192.168.3.1

Results From configuration mode, confirm your configuration by entering the show interfaces,
show policy-options, show protocols, and show routing-options commands. If the output
does not display the intended configuration, repeat the instructions in this example to
correct the configuration.

user@R3# show interfaces
fe-1/2/0 {
unit5{
family inet {
address 13.13.13.3/24;
}
1
}
fe-1/2/1{
unit 6 {
family inet {
address 34.34.34.3/24;
}
1
}
lo0 {
unit3 {
family inet {
address 192.168.3.1/32;
}
1
}

user@R3# show policy-options
policy-statement send-direct {
term1{
from protocol direct;
then accept;
1
1

user@R3# show protocols
bgp {
group internal {
type internal,
local-address 192.168.3.1;
export send-direct;
neighbor 192.168.1.1;
neighbor 192.168.2.1;
1

group external {
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type external;
export send-direct;
peer-as 4;
neighbor 34.34.34.4;
1
1
ospf {
area 0.0.0.0 {
interface l00.3 {
passive;

}
interface fe-1/2/0.5;
interface fe-1/2/1.6;

}
}

user@R3# show routing-options
autonomous-system 123;
router-id 192.168.3.1;

If you are done configuring the device, enter commit from configuration mode.

Configuring Device R4

The following example requires you to navigate various levels in the configuration
hierarchy. Forinformation about navigating the CLI, see Using the CLI Editor in Configuration
Mode in the CLI/ User Guide.

To configure Device R4:

1. Configure the interfaces.

[edit interfaces fe-1/2/0 unit 7]
user@R4# set family inet address 24.24.24.4/24

[edit interfaces fe-1/2/1 unit 8]
user@R4# set family inet address 34.34.34.4/24

[edit interfaces loO unit 4]

user@R4# set family inet address 192.168.4.1/32
user@R4# set family inet address 44.44.44.44/32
user@R4# set family inet address 144.144.144.144/32

Device R4 has multiple loopback interface addresses to simulate advertised prefixes.
2. Configure a policy that accepts direct routes.

Other useful options for this scenario might be to accept routes learned through
OSPF or local routes.

[edit policy-options policy-statement send-direct term 1]
user@R4# set from protocol direct
user@R4# set then accept

3. Configure BGP.

[edit protocols bgp group external]
user@R4# set type external
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user@R4# set export send-direct
user@R4# set peer-as 123

4. Configure a MED value of 30 for neighbor Device R3, and a MED value of 20 for
neighbor Device R2.

[edit protocols bgp group external]
user@R4# set neighbor 34.34.34.3 metric-out 30
user@R4# set neighbor 24.24.24.2 metric-out 20

This configuration causes autonomous system (AS) 123 (of which Device R1, Device
R2, and Device R3 are members) to prefer the path through Device R2 to reach AS
4,

5.  Configure the router ID and AS number.

[edit routing-options]
user@R4# set autonomous-system 4
user@R4# set router-id 192.168.4.1

Results From configuration mode, confirm your configuration by entering the show interfaces,
show policy-options, show protocols, and show routing-options commands. If the output
does not display the intended configuration, repeat the instructions in this example to
correct the configuration.

user@R4# show interfaces
fe-1/2/0 {
unit7{
family inet {
address 24.24.24.4/24;
1
1
1
fe-1/2/1{
unit 8 {
family inet {
address 34.34.34.4/24;
}
1
1
lo0 {
unit 4 {
family inet {
address 192.168.4.1/32;
address 44.44.44.44/32;
address 144.144.144.144/32;
}
1
1

user@R4# show policy-options
policy-statement send-direct {
term1{
from protocol direct;
then accept;
1
1
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user@R4# show protocols
bgp {
group external {
type external;
export send-direct;
peer-as 123;
neighbor 34.34.34.3 {
metric-out 30;
}
neighbor 24.24.24.2 {
metric-out 20;
}
1
1

user@R4# show routing-options
autonomous-system 4;
router-id 192.168.4.1;

If you are done configuring the device, enter commit from configuration mode.

Verification

Confirm that the configuration is working properly.
» Checking the Active Path From Device R1to Device R4 on page 92
« Verifying That Device R4 Is Sending Its Routes Correctly on page 93

Checking the Active Path From Device R]1 to Device R4
Purpose Verify that the active path goes through Device R2.

Action From operational mode, enter the show route protocol bgp command.

user@R1> show route protocol bgp
inet.0: 13 destinations, 19 routes (13 active, 0 holddown, O hidden)

+ = Active Route, - = Last Active, * = Both
12.12.12.0/24 [BGP/170] 3d 22:52:38, localpref 100, from 192.168.2.1
AS path: 1
> to 12.12.12.2 via fe-1/2/0.1
13.13.13.0/24 [BGP/170] 3d 03:15:16, localpref 100, from 192.168.3.1
AS path: 1
> to 13.13.13.3 via fe-1/2/1.2
24.24.24.0/24 [BGP/170] 3d 22:52:38, localpref 100, from 192.168.2.1
AS path: 1
> to 12.12.12.2 via fe-1/2/0.1
34.34.34.0/24 [BGP/170] 3d 03:15:16, localpref 100, from 192.168.3.1
AS path: 1
> to 13.13.13.3 via fe-1/2/1.2
44 .44 44 _44/32 *[BGP/170] 01:41:11, MED 20, localpref 100, from 192.168.2.1
AS path: 4 1

> to 12.12.12.2 via fe-1/2/0.1
144.144.144.144/32 *[BGP/170] 00:08:13, MED 20, localpref 100, from 192.168.2.1

AS path: 4 1
> to 12.12.12.2 via fe-1/2/0.1
192.168.2.1/32 [BGP/170] 3d 22:52:38, localpref 100, from 192.168.2.1
AS path: 1
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> to 12.12.12.2 via fe-1/2/0.1

192.168.3.1/32 [BGP/170] 3d 03:15:16, localpref 100, from 192.168.3.1
AS path: 1
> to 13.13.13.3 via fe-1/2/1.2
192.168.4.1/32 *[BGP/170] 01:41:11, MED 20, localpref 100, from 192.168.2.1
AS path: 4 1

> to 12.12.12.2 via fe-1/2/0.1

Meaning The asterisk (*) shows that the preferred path is through Device R2. The reason for the
path selection is listed as MED 20.

Verifying That Device R4 Is Sending Its Routes Correctly

Purpose Make sure that Device R4 is sending update messages with a value of 20 to Device R2
and a value of 30 to Device R3.

Action From operational mode, enter the show route advertising-protocol bgp 24.24.24.2
command.

user@R4> show route advertising-protocol bgp 24.24.24.2
inet.0: 11 destinations, 13 routes (11 active, O holddown, O hidden)

Prefix Nexthop MED Lclpref AS path
* 24.24.24.0/24 Self 20 1
* 34.34.34.0/24 Self 20 1
* A4 .44 .44 _.44/32 Self 20 1
* 144 .144.144.144/32 Self 20 1
* 192.168.4.1/32 Self 20 1

user@R4> show route advertising-protocol bgp 34.34.34.3
inet.0: 11 destinations, 13 routes (11 active, 0 holddown, O hidden)

Prefix Nexthop MED Lclpref AS path
* 24.24.24.0/24 Self 30 1
* 34.34.34.0/24 Self 30 1
* 44.44 .44 _.44/32 Self 30 1
* 144 .144_.144.144/32 Self 30 1
* 192.168.4.1/32 Self 30 1

Meaning The MED column shows that Device R4 is sending the correct MED values to its two
external BGP (EBGP) neighbors.

Example: Configuring the MED Using Route Filters

This example shows how to configure a policy that uses route filters to modify the multiple
exit discriminator (MED) metric to advertise in BGP update messages.

+ Requirements on page 93

« Overview on page 94

» Configuration on page 94

« Verification on page 104

Requirements

No special configuration beyond device initialization is required before you configure this
example.
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CLI Quick
Configuration

Device R1

Overview

To configure a route-filter policy that modifies the advertised MED metric in BGP update
messages, include the metric statement in the policy action.

Figure 11 on page 94 shows a typical network with internal peer sessions and multiple
exit points to a neighboring autonomous system (AS).

Figure 11: Typical Network with IBGP Sessions and Multiple Exit Points
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Device R4 has multiple loopback interfaces configured to simulate advertised prefixes.
The extra loopback interface addresses are 44.44.44.44/32 and 144144144144/32. This
example shows how to configure Device R4 to advertise a MED value of 30 to Device R3
for all routes except 144.144.144.144. For 144144144144, a MED value of 10 is advertised
to Device 3. A MED value of 20 is advertised to Device R2, regardless of the route prefix.

Configuration

To quickly configure this example, copy the following commands, paste them into a text
file, remove any line breaks, change any details necessary to match your network
configuration, and then copy and paste the commands into the CLI at the [edit] hierarchy
level.

set interfaces fe-1/72/0 unit 1 family inet address 12.12.12.1/24

set interfaces fe-1/2/1 unit 2 family inet address 13.13.13.1/24

set interfaces loO unit 1 family inet address 192.168.1.1/32

set protocols bgp group internal type internal

set protocols bgp group internal local-address 192.168.1.1

set protocols bgp group internal export send-direct

set protocols bgp group internal neighbor 192.168.2.1

set protocols bgp group internal neighbor 192.168.3.1

set protocols ospf area 0.0.0.0 interface lo0.1 passive

set protocols ospf area 0.0.0.0 interface fe-1/2/0.1

set protocols ospf area 0.0.0.0 interface fe-1/2/1.2

set policy-options policy-statement send-direct term 1 from protocol direct
set policy-options policy-statement send-direct term 1 then accept
set routing-options autonomous-system 123

set routing-options router-id 192.168.1.1
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Device R2 set interfaces fe-1/2/0 unit 3 family inet address 12.12.12.2/24
set interfaces fe-1/2/1 unit 4 family inet address 24.24.24.2/24
set interfaces loO unit 2 family inet address 192.168.2.1/32
set protocols bgp group internal type internal
set protocols bgp group internal local-address 192.168.2.1
set protocols bgp group internal export send-direct
set protocols bgp group internal neighbor 192.168.1.1
set protocols bgp group internal neighbor 192.168.3.1
set protocols bgp group external type external
set protocols bgp group external export send-direct
set protocols bgp group external peer-as 4
set protocols bgp group external neighbor 24.24.24.4
set protocols ospf area 0.0.0.0 interface l00.2 passive
set protocols ospf area 0.0.0.0 interface fe-1/2/0.3
set protocols ospf area 0.0.0.0 interface fe-1/2/1.4
set policy-options policy-statement send-direct term 1 from protocol direct
set policy-options policy-statement send-direct term 1 then accept
set routing-options autonomous-system 123
set routing-options router-id 192.168.2.1

Device R3 set interfaces fe-1/2/0 unit 5 family inet address 13.13.13.3/24
set interfaces fe-1/2/1 unit 6 family inet address 34.34.34.3/24
set interfaces loO unit 3 family inet address 192.168.3.1/32
set protocols bgp group internal type internal
set protocols bgp group internal local-address 192.168.3.1
set protocols bgp group internal export send-direct
set protocols bgp group internal neighbor 192.168.1.1
set protocols bgp group internal neighbor 192.168.2.1
set protocols bgp group external type external
set protocols bgp group external export send-direct
set protocols bgp group external peer-as 4
set protocols bgp group external neighbor 34.34.34.4
set protocols ospf area 0.0.0.0 interface l00.3 passive
set protocols ospf area 0.0.0.0 interface fe-1/2/0.5
set protocols ospf area 0.0.0.0 interface fe-1/2/1.6
set policy-options policy-statement send-direct term 1 from protocol direct
set policy-options policy-statement send-direct term 1 then accept
set routing-options autonomous-system 123
set routing-options router-id 192.168.3.1

Device R4 set interfaces fe-1/2/0 unit 7 family inet address 24.24.24.4/24
set interfaces fe-1/2/1 unit 8 family inet address 34.34.34.4/24
set interfaces loO unit 4 family inet address 192.168.4.1/32
set interfaces loO unit 4 family inet address 44.44.44.44/32
set interfaces loO unit 4 family inet address 144.144.144.144/32
set protocols bgp group external type external
set protocols bgp group external export send-direct
set protocols bgp group external peer-as 123
set protocols bgp group external neighbor 34.34.34.3 export med-10
set protocols bgp group external neighbor 34.34.34.3 export med-30
set protocols bgp group external neighbor 24.24.24.2 metric-out 20
set policy-options policy-statement med-10 from route-filter 144.144.144.144/32 exact
set policy-options policy-statement med-10 then metric 10
set policy-options policy-statement med-10 then accept
set policy-options policy-statement med-30 from route-filter 0.0.0.0/0 longer
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set policy-options policy-statement med-30 then metric 30

set policy-options policy-statement med-30 then accept

set policy-options policy-statement send-direct term 1 from protocol direct
set policy-options policy-statement send-direct term 1 then accept

set routing-options autonomous-system 4

set routing-options router-id 192.168.4.1

Configuring Device R1

Step-by-Step  The following example requires you to navigate various levels in the configuration
Procedure hierarchy. Forinformation about navigating the CLI, see Using the CL| Editor in Configuration
Mode in the CL/ User Guide.

To configure Device R1:

1. Configure the device interfaces.

[edit interfaces fe-1/2/0 unit 1]
user@RI1# set family inet address 12.12.12.1/24

[edit interfaces fe-1/2/1 unit 2]
user@R1# set family inet address 13.13.13.1/24

[edit interfaces loO unit 1]
user@R1# set family inet address 192.168.1.1/32

2. Configure BGP.

[edit protocols bgp group internal]
user@RI1# set type internal

user@R1# set local-address 192.168.1.1
user@R1# set export send-direct
user@R1# set neighbor 192.168.2.1
user@R1# set neighbor 192.168.3.1

3.  Configure OSPF.

[edit protocols ospf area 0.0.0.0]
user@R1# set interface lo0.1 passive
user@R1# set interface fe-1/2/0.1
user@RI1# set interface fe-1/2/1.2

4.  Configure a policy that accepts direct routes.

Other useful options for this scenario might be to accept routes learned through
OSPF or local routes.

[edit policy-options policy-statement send-direct term 1]
user@R1# set from protocol direct
user@R1# set then accept

5.  Configure the router ID and autonomous system (AS) number.

[edit routing-options]
user@R1# set autonomous-system 123
user@R1# set router-id 192.168.1.1
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Results From configuration mode, confirm your configuration by entering the show interfaces,
show protocols, show policy-options, and show routing-options commands. If the output
does not display the intended configuration, repeat the instructions in this example to
correct the configuration.

user@R1# show interfaces
fe-1/2/0 {
unit1{
family inet {
address 12.12.12.1/24;
}
1
1
fe-1/2/11
unit 2 {
family inet {
address 13.13.13.1/24;
1
1
1
lo0 {
unit1{
family inet {
address 192.168.1.1/32;
}
1
1

user@R1# show protocols
bgp {
group internal {
type internal;
local-address 192.168.1.1;
export send-direct;
neighbor 192.168.2.1;
neighbor 192.168.3.1;
1
1
ospf {
area 0.0.0.0 {
interface lo0.1 {
passive;
1
interface fe-1/2/0.1;
interface fe-1/2/1.2;
1
}

user@R1# show policy-options
policy-statement send-direct {
term1{
from protocol direct;
then accept;
}
}

user@R1# show routing-options
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autonomous-system 123;
router-id 192.168.1.1;

If you are done configuring the device, enter commit from configuration mode.

Configuring Device R2

The following example requires you to navigate various levels in the configuration
hierarchy. For information about navigating the CLI, see Using the CLI Editor in Configuration
Mode in the CL/ User Guide.

To configure Device R2:

1. Configure the device interfaces.

[edit interfaces fe-1/2/0 unit 3]
user@R2# set family inet address 12.12.12.21/24

[edit interfaces fe-1/2/1 unit 4]
user@R2# set family inet address 24.24.24.2/24

[edit interfaces loO unit 2]
user@R2# set family inet address 192.168.2.1/32

2. Configure BGP.

[edit protocols bgp group internal]
user@R2# set type internal

user@R2# set local-address 192.168.2.1
user@R2# set export send-direct
user@R2# set neighbor 192.168.1.1
user@R2# set neighbor 192.168.3.1

[edit protocols bgp group external]
user@R2# set type external
user@R2# set export send-direct
user@R2# set peer-as 4
user@R2# set neighbor 24.24.24.4

3.  Configure OSPF.

[edit protocols ospf area 0.0.0.0]
user@R2# set interface l00.2 passive
user@R2# set interface fe-1/2/0.3
user@R2# set interface fe-1/2/1.4

4.  Configure a policy that accepts direct routes.

Other useful options for this scenario might be to accept routes learned through
OSPF or local routes.

[edit policy-options policy-statement send-direct term 1]
user@R2# set from protocol direct
user@R2# set then accept

5. Configure the router ID and autonomous system (AS) number.

[edit routing-options]
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user@R2# set autonomous-system 123
user@R2# set router-id 192.168.2.1

Results From configuration mode, confirm your configuration by entering the show interfaces,
show protocols, show policy-options, and show routing-options commands. If the output
does not display the intended configuration, repeat the instructions in this example to
correct the configuration.

user@R2# show interfaces
fe-1/2/0 {
unit3 {
family inet {
address 12.12.12.2/24;
}
1
1
fe-1/2/1{
unit 4 {
family inet {
address 24.24.24.2/24;
}
1
1
loO {
unit 2 {
family inet {
address 192.168.2.1/32,;
}
1
1

user@R2# show protocols
bgp {
group internal {
type internal;
local-address 192.168.2.1;
export send-direct;
neighbor 192.168.1.1;
neighbor 192.168.3.1;
1
group external {
type external;
export send-direct;
peer-as 4;
neighbor 24.24.24.4;
1
1
ospf {
area 0.0.0.0 {
interface l00.2 {
passive;
}
interface fe-1/2/0.3;
interface fe-1/2/1.4;
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}

user@R2# show policy-options
policy-statement send-direct {
term1{

}

}

from protocol direct;
then accept;

user@R2# show routing-options
autonomous-system 123;
router-id 192.168.2.1;

If you are done configuring the device, enter commit from configuration mode.

Configuring Device R3

The following example requires you to navigate various levels in the configuration
hierarchy. For information about navigating the CLI, see Using the CLI Editor in Configuration
Mode in the CLI User Guide.

To configure Device R3:

1.

2.

3.

4.

Configure the device interfaces.

[edit interfaces fe-1/2/0 unit 5]
user@R3# set family inet address 13.13.13.3/24

[edit interfaces fe-1/2/1 unit 6]
user@R3# set family inet address 34.34.34.3/24

[edit interfaces loO unit 3]
user@R3# set family inet address 192.168.3.1/32

Configure BGP.

[edit protocols bgp group internal]
user@R3# set type internal

user@R3# set local-address 192.168.3.1
user@R3# set export send-direct
user@R3# set neighbor 192.168.1.1
user@R3# set neighbor 192.168.2.1

[edit protocols bgp group external]
user@R3# set type external
user@R3# set export send-direct
user@R3# set peer-as 4
user@R3# set neighbor 34.34.34.4

Configure OSPF.

[edit protocols ospf area 0.0.0.0]
user@R3# set interface l00.3 passive
user@R3# set interface fe-1/2/0.5
user@R3# set interface fe-1/2/1.6

Configure a policy that accepts direct routes.
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Other useful options for this scenario might be to accept routes learned through
OSPF or local routes.

[edit policy-options policy-statement send-direct term 1]
user@R3# set from protocol direct
user@R3# set then accept

5. Configure the router ID and autonomous system (AS) number.

[edit routing-options]
user@R3# set autonomous-system 123
user@R3# set router-id 192.168.3.1

Results From configuration mode, confirm your configuration by entering the show interfaces,
show protocols, show policy-options, and show routing-options commands. If the output
does not display the intended configuration, repeat the instructions in this example to
correct the configuration.

user@R3# show interfaces
fe-1/2/0 {
unit5{
family inet {
address 13.13.13.3/24;
}
1
1
fe-1/2/1{
unit 6 {
family inet {
address 34.34.34.3/24;
}
1
}
lo0 {
unit3§{
family inet {
address 192.168.3.1/32;
}
1
}

user@R3# show protocols
bgp {
group internal {
type internal;
local-address 192.168.3.1;
export send-direct;
neighbor 192.168.1.1;
neighbor 192.168.2.1;
1
group external {
type external;
export send-direct;
peer-as 4;
neighbor 34.34.34.4;
1
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1
ospf {
area 0.0.0.0{
interface 100.3 {
passive;
}
interface fe-1/2/0.5;
interface fe-1/2/1.6;
1
}

user@R3# show policy-options
policy-statement send-direct {
term1{
from protocol direct;
then accept;
}
1

user@R3# show routing-options
autonomous-system 123;
router-id 192.168.3.1;

If you are done configuring the device, enter commit from configuration mode.

Configuring Device R4

The following example requires you to navigate various levels in the configuration
hierarchy. For information about navigating the CLI, see Using the CLI Editor in Configuration
Mode in the CL/ User Guide.

To configure Device R4:

1. Configure the device interfaces.

[edit interfaces fe-1/2/0 unit 7]
user@R4# set family inet address 24.24.24.4/24

[edit interfaces fe-1/2/1 unit 8]
user@R4# set family inet address 34.34.34.4/24

[edit interfaces loO unit 4]

user@R4# set family inet address 192.168.4.1/32
user@R4# set family inet address 44.44.44.44/32
user@R4# set family inet address 144.144.144.144/32

Device R4 has multiple loopback interface addresses to simulate advertised prefixes.
2. Configure a policy that accepts direct routes.

Other useful options for this scenario might be to accept routes learned through
OSPF or local routes.

[edit policy-options policy-statement send-direct term 1]
user@R4# set from protocol direct
user@R4# set then accept

3.  Configure BGP.
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[edit protocols bgp group external]
user@R4# set type external
user@R4# set export send-direct
user@R4# set peer-as 123

4. Configure the two MED policies.

[edit policy-options]

set policy-statement med-10 from route-filter 144.144.144.144/32 exact
set policy-statement med-10 then metric 10

set policy-statement med-10 then accept

set policy-statement med-30 from route-filter 0.0.0.0/0 longer
set policy-statement med-30 then metric 30
set policy-statement med-30 then accept

5. Configure the two EBGP neighbors, applying the two MED policies to Device R3,
and a MED value of 20 to Device R2.

[edit protocols bgp group external]

user@R4# set neighbor 34.34.34.3 export med-10
user@R4# set neighbor 34.34.34.3 export med-30
user@R4# set neighbor 24.24.24.2 metric-out 20

6.  Configure the router ID and autonomous system (AS) number.

[edit routing-options]
user@R4# set autonomous-system 4
user@R4# set router-id 192.168.4.1

Results From configuration mode, confirm your configuration by entering the show interfaces,
show protocols, show policy-options, and show routing-options commands. If the output
does not display the intended configuration, repeat the instructions in this example to
correct the configuration.

user@R4# show interfaces
fe-1/2/0{
unit7{
family inet {
address 24.24.24.4/24;
}
1
}
fe-1/2/1{
unit 8 {
family inet {
address 34.34.34.4/24;
}
1
1
loO {
unit 4 {
family inet {
address 192.168.4.1/32;
address 44.44.44.44/32;
address 144.144.144.144/32;

}
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}
}

user@R4# show protocols
bgp {
group external {
type external;
export send-direct;
peer-as 123;
neighbor 24.24.24.2 {
metric-out 20;
}
neighbor 34.34.34.3 {
export [ med-10 med-30 ];
}
1
}

user@R4# show policy-options
policy-statement med-10 {
from {
route-filter 144.144.144.144/32 exact;
1
then {
metric 10;
accept;
1
1
policy-statement med-30 {
from {
route-filter 0.0.0.0/0 longer;
1
then {
metric 30;
accept;
1
}
policy-statement send-direct {
term1{
from protocol direct;
then accept;
1
}

user@R4# show routing-options
autonomous-system 4;
router-id 192.168.4.1;

Verification

If you are done configuring the device, enter commit from configuration mode.

Confirm that the configuration is working properly.

« Checking the Active Path from Device R1to Device R4 on page 105
« Verifying That Device R4 Is Sending Its Routes Correctly on page 105
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Checking the Active Path from Device R]1 to Device R4

Purpose \Verify that the active path goes through Device R2.

Action From operational mode, enter the show route protocol bgp command.

user@R1> show route protocol bgp
inet.0: 13 destinations, 19 routes (13 active, 0 holddown, O hidden)

+ = Active Route, - = Last Active, * = Both
12.12.12.0/24 [BGP/170] 4d 01:13:32, localpref 100, from 192.168.2.1
AS path: 1
> to 12.12.12.2 via fe-1/2/0.1
13.13.13.0/24 [BGP/170] 3d 05:36:10, localpref 100, from 192.168.3.1
AS path: 1
> to 13.13.13.3 via fe-1/2/1.2
24.24.24.0/24 [BGP/170] 4d 01:13:32, localpref 100, from 192.168.2.1
AS path: 1
> to 12.12.12.2 via fe-1/2/0.1
34.34.34.0/24 [BGP/170] 3d 05:36:10, localpref 100, from 192.168.3.1
AS path: 1
> to 13.13.13.3 via fe-1/2/1.2
44 .44 44 _44/32 *[BGP/170] 00:06:03, MED 20, localpref 100, from 192.168.2.1
AS path: 4 1

> to 12.12.12.2 via fe-1/2/0.1
144.144.144.144/32 *[BGP/170] 00:06:03, MED 10, localpref 100, from 192.168.3.1

AS path: 4 1
> to 13.13.13.3 via fe-1/2/1.2
192.168.2.1/32 [BGP/170] 4d 01:13:32, localpref 100, from 192.168.2.1
AS path: 1
> to 12.12.12.2 via fe-1/2/0.1
192.168.3.1/32 [BGP/170] 3d 05:36:10, localpref 100, from 192.168.3.1
AS path: 1
> to 13.13.13.3 via fe-1/2/1.2
192.168.4.1/32 *[BGP/170] 00:06:03, MED 20, localpref 100, from 192.168.2.1
AS path: 4 1

> to 12.12.12.2 via fe-1/2/0.1

Meaning Theoutputshows that the preferred path to the routes advertised by Device R4 is through
Device R2 for all routes except 144.144.144144/32. For 144.144144.144/32, the preferred
path is through Device R3.

Verifying That Device R4 Is Sending Its Routes Correctly

Purpose Make sure that Device R4 is sending update messages with a value of 20 to Device R2
and a value of 30 to Device R3.

Action From operational mode, enter the show route advertising-protocol bgp command.

user@R4> show route advertising-protocol bgp 24.24.24.2
inet.0: 11 destinations, 13 routes (11 active, 0 holddown, O hidden)

Prefix Nexthop MED Lclpref AS path
* 24.24.24.0/24 Self 20 1
* 34.34.34.0/24 Self 20 1
* 44_.44 .44 _.44/32 Self 20 1
* 144 .144_.144.144/32 Self 20 1
* 192.168.4.1/32 Self 20 1
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user@R4> show route advertising-protocol bgp 34.34.34.3
inet.0: 11 destinations, 13 routes (11 active, 0 holddown, O hidden)

Prefix Nexthop MED Lclpref AS path
* 24.24.24.0/24 Self 30 1
* 34.34.34.0/24 Self 30 |
* 44 .44 .44 _44/32 Self 30 |
* 144 .144.144.144/32 Self 10 1
* 192.168.4.1/32 Self 30 |

Meaning The MED column shows that Device R4 is sending the correct MED values to its two EBGP
neighbors.

Example: Configuring the MED Using Communities

Set the multiple exit discriminator (MED) metric to 20 for all routes from a particular
community.

[edit]
routing-options {
router-id 10.0.0.1;
autonomous-system 23;
1
policy-options {
policy-statement from-otago {
from community otago;
then metric 20;
1
community otago members [56:2379 23:46944];
1
protocols {
bgp {
import from-otago;
group 23 {
type external;
peer-as 56;
neighbor 192.168.0.1 {
traceoptions {
file bgp-log-peer;
flag packets;
1
log-updown;
1
}
1
}

Example: Associating the MED Path Attribute with the IGP Metric and Delaying MED Updates

This example shows how to associate the multiple exit discriminator (MED) path attribute
with the interior gateway protocol (IGP) metric, and configure a timer to delay update
of the MED attribute.

« Requirements on page 107

« Overview on page 107
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« Configuration on page 108

- Verification on page 114

Requirements

No special configuration beyond device initialization is required before you configure this
example.

Overview

BGP can be configured to advertise the MED attribute for a route based on the IGP
distance of its internal BGP (IBGP) route next-hop. The IGP metric enables internal routing
to follow the shortest path according to the administrative setup. In some deployments,
it might be ideal to communicate IGP shortest-path knowledge to external BGP (EBGP)
peersinaneighboring autonomous system (AS). This allows those EBGP peers to forward
traffic into your AS using the shortest paths possible.

Routes learned from an EBGP peer usually have a next hop on a directly connected
interface, and thus the IGP value is equal to zero. Zero is the value advertised. The IGP
metric is a nonzero value when a BGP peer sends third-party next hops that require the
local system to perform next-hop resolution—IBGP configurations, configurations within
confederation peers, or EBGP configurations that include the multihop command. In
these scenarios, it might make sense to associate the MED value with the IGP metric by
including the metric-out minimume-igp or metric-out igp option.

The drawback of associating the MED with the IGP metric is the risk of excessive route
advertisements when there are IGP instabilities in the network. Configuring a delay for
the MED update provides a mechanism to reduce route advertisementsin such scenarios.
The delay works by slowing down MED updates when the IGP metric for the next hop
changes. The approach uses a timer to periodically advertise MED updates. When the
timer expires, the MED attribute for routes with metric-out igp delay-updates configured
is updated to the current IGP metric of the next hop. The BGP-enabled device sends out
advertisements for routes for which the MED attribute has changed.

The delay-updates option identifies the BGP groups (or peers) for which the MED updates
must be suppressed. The time for advertising MED updates is set to 10 minutes by default.
You canincrease the interval up to 600 minutes by including the med-igp-update-interval
statement in the routing-options configuration.

e NOTE: If you have nonstop active routing (NSR) enabled and a switchover
occurs, the delayed MED updates might be advertised as soon as the
switchover occurs.

When you configure the metric-out igp option, the IGP metric directly tracks the IGP cost
to the IBGP peer. When the IGP cost goes down, so does the advertised MED value.
Conversely, when the IGP cost goes up, the MED value goes up as well.

When you configure the metric-out minimume-igp option, the advertised MED value changes
only when the IGP cost to the IBGP peer goes down. An increase in the IGP cost does not
affect the MED value. The router monitors and remembers the lowest IGP cost until the
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routing process (rpd) is restarted. The BGP peer sends an update only if the MED is lower
than the previously advertised value or another attribute associated with the route has
changed, or if the BGP peer is responding to a refresh route request.

This example uses the metric statement in the OSPF configuration to demonstrate that
when the IGP metric changes, the MED also changes after the configured delay interval.
The OSPF metric can range from 1 through 65,535.

Figure 12 on page 108 shows the sample topology.

Figure 12: Topology for Delaying the MED Update

In this example, the MED value advertised by Device R1is associated with the IGP running
in AS 1. The MED value advertised by Device R1impacts the decisions of the neighboring
AS (AS 2) when AS 2 is forwarding traffic into AS 1.

Configuration

« Configuring Device R1on page 112
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CLIQuick To quickly configure this example, copy the following commands, paste them into a text
Configuration file, remove any line breaks, change any details necessary to match your network
configuration, and then copy and paste the commands into the CLI at the [edit] hierarchy
level.

Device R1 set interfaces fe-1/2/0 unit 2 description R1->R2
set interfaces fe-1/2/0 unit 2 family inet address 10.0.0.1/30
set interfaces fe-1/2/1 unit 7 description R1->R4
set interfaces fe-1/2/1 unit 7 family inet address 172.16.0.1/30
set interfaces loO unit 1 family inet address 192.168.0.1/32
set protocols bgp group internal type internal
set protocols bgp group internal local-address 192.168.0.1
set protocols bgp group internal export send-direct
set protocols bgp group internal neighbor 192.168.0.2
set protocols bgp group internal neighbor 192.168.0.3
set protocols bgp group external type external
set protocols bgp group external metric-out igp delay-med-update
set protocols bgp group external export send-direct
set protocols bgp group external peer-as 2
set protocols bgp group external neighbor 172.16.0.2
set protocols ospf area 0.0.0.0 interface fe-1/2/0.2 metric 600
set protocols ospf area 0.0.0.0 interface l00.1 passive
set policy-options policy-statement send-direct term 1 from protocol direct
set policy-options policy-statement send-direct term 1 then accept
set routing-options med-igp-update-interval 12
set routing-options router-id 192.168.0.1
set routing-options autonomous-system 1

Device R2 set interfaces fe-1/2/0 unit 1 description R2->R1
set interfaces fe-1/2/0 unit 1 family inet address 10.0.0.2/30
set interfaces fe-1/2/1 unit 4 description R2->R3
set interfaces fe-1/2/1 unit 4 family inet address 10.0.2.2/30
set interfaces loO unit 2 family inet address 192.168.0.2/32
set protocols bgp group internal type internal
set protocols bgp group internal local-address 192.168.0.2
set protocols bgp group internal export send-direct
set protocols bgp group internal neighbor 192.168.0.1
set protocols bgp group internal neighbor 192.168.0.3
set protocols ospf area 0.0.0.0 interface fe-1/2/0.1
set protocols ospf area 0.0.0.0 interface fe-1/2/1.4
set protocols ospf area 0.0.0.0 interface l00.2 passive
set policy-options policy-statement send-direct term 1 from protocol direct
set policy-options policy-statement send-direct term 1 then accept
set routing-options router-id 192.168.0.2
set routing-options autonomous-system 1

Device R3 set interfaces fe-1/2/0 unit 3 description R3->R2
set interfaces fe-1/2/0 unit 3 family inet address 10.0.2.1/30
set interfaces fe-1/2/1 unit 5 description R3->R5
set interfaces fe-1/2/1 unit 5 family inet address 172.16.0.5/30
set interfaces loO unit 3 family inet address 192.168.0.3/32
set protocols bgp group internal type internal
set protocols bgp group internal local-address 192.168.0.3
set protocols bgp group internal export send-direct
set protocols bgp group internal neighbor 192.168.0.1
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set protocols bgp group internal neighbor 192.168.0.2

set protocols bgp group external type external

set protocols bgp group external export send-direct

set protocols bgp group external peer-as 2

set protocols bgp group external neighbor 172.16.0.6

set protocols ospf area 0.0.0.0 interface fe-1/2/0.3

set protocols ospf area 0.0.0.0 interface l00.3 passive

set policy-options policy-statement send-direct term 1 from protocol direct
set policy-options policy-statement send-direct term 1 then accept
set routing-options router-id 192.168.0.3

set routing-options autonomous-system 1

Device R4 set interfaces fe-1/2/0 unit 8 description R4->R1
set interfaces fe-1/2/0 unit 8 family inet address 172.16.0.2/30
set interfaces fe-1/2/1 unit 9 description R4->R5
set interfaces fe-1/2/1 unit 9 family inet address 10.0.4.1/30
set interfaces fe-1/2/2 unit 13 description R4->R6
set interfaces fe-1/2/2 unit 13 family inet address 172.16.0.9/30
set interfaces loO unit 4 family inet address 192.168.0.4/32
set protocols bgp group internal type internal
set protocols bgp group internal local-address 192.168.0.4
set protocols bgp group internal export send-direct
set protocols bgp group internal neighbor 192.168.0.5
set protocols bgp group external type external
set protocols bgp group external export send-direct
set protocols bgp group external neighbor 172.16.0.10 peer-as 3
set protocols bgp group external neighbor 172.16.0.1 peer-as 1
set protocols ospf area 0.0.0.0 interface fe-1/2/1.9
set protocols ospf area 0.0.0.0 interface l00.4 passive
set policy-options policy-statement send-direct term 1 from protocol direct
set policy-options policy-statement send-direct term 1 then accept
set routing-options router-id 192.168.0.4
set routing-options autonomous-system 2

Device R5 set interfaces fe-1/2/0 unit 6 description R5->R3
set interfaces fe-1/2/0 unit 6 family inet address 172.16.0.6/30
set interfaces fe-1/2/1 unit 10 description R5->R4
set interfaces fe-1/2/1 unit 10 family inet address 10.0.4.2/30
set interfaces fe-1/2/2 unit 11 description R5->R8
set interfaces fe-1/2/2 unit 11 family inet address 172.16.0.13/30
set interfaces loO unit 5 family inet address 192.168.0.5/32
set protocols bgp group internal type internal
set protocols bgp group internal local-address 192.168.0.5
set protocols bgp group internal export send-direct
set protocols bgp group internal neighbor 192.168.0.4
set protocols bgp group external type external
set protocols bgp group external export send-direct
set protocols bgp group external neighbor 172.16.0.5 peer-as 1
set protocols bgp group external neighbor 172.16.0.14 peer-as 3
set protocols ospf area 0.0.0.0 interface fe-1/2/1.10
set protocols ospf area 0.0.0.0 interface l00.5 passive
set policy-options policy-statement send-direct term 1 from protocol direct
set policy-options policy-statement send-direct term 1then accept
set routing-options router-id 192.168.0.5
set routing-options autonomous-system 2
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Device R6 set interfaces fe-1/2/0 unit 14 description R6->R4
set interfaces fe-1/2/0 unit 14 family inet address 172.16.0.10/30
set interfaces fe-1/2/1 unit 15 description R6->R7
set interfaces fe-1/2/1 unit 15 family inet address 10.0.6.1/30
set interfaces loO unit 6 family inet address 192.168.0.6/32
set protocols bgp group internal type internal
set protocols bgp group internal local-address 192.168.0.6
set protocols bgp group internal export send-direct
set protocols bgp group internal neighbor 192.168.0.7
set protocols bgp group internal neighbor 192.168.0.8
set protocols bgp group external type external
set protocols bgp group external export send-direct
set protocols bgp group external peer-as 2
set protocols bgp group external neighbor 172.16.0.9 peer-as 2
set protocols ospf area 0.0.0.0 interface fe-1/2/1.15
set protocols ospf area 0.0.0.0 interface l00.6 passive
set policy-options policy-statement send-direct term 1 from protocol direct
set policy-options policy-statement send-direct term 1 then accept
set routing-options router-id 192.168.0.6
set routing-options autonomous-system 3

Device R7 set interfaces fe-1/2/0 unit 16 description R7->R6
set interfaces fe-1/2/0 unit 16 family inet address 10.0.6.2/30
set interfaces fe-1/2/1 unit 17 description R7->R8
set interfaces fe-1/2/1 unit 17 family inet address 10.0.7.2/30
set interfaces loO unit 7 family inet address 192.168.0.7/32
set protocols bgp group internal type internal
set protocols bgp group internal local-address 192.168.0.7
set protocols bgp group internal export send-direct
set protocols bgp group internal neighbor 192.168.0.6
set protocols bgp group internal neighbor 192.168.0.8
set protocols ospf area 0.0.0.0 interface fe-1/2/0.16
set protocols ospf area 0.0.0.0 interface fe-1/2/1.17
set protocols ospf area 0.0.0.0 interface l00.7 passive
set policy-options policy-statement send-direct term 1 from protocol direct
set policy-options policy-statement send-direct term 1 then accept
set routing-options router-id 192.168.0.7
set routing-options autonomous-system 3

Device R8 set interfaces fe-1/2/0 unit 12 description R8->R5
set interfaces fe-1/2/0 unit 12 family inet address 172.16.0.14/30
set interfaces fe-1/2/1 unit 18 description R8->R7
set interfaces fe-1/2/1 unit 18 family inet address 10.0.7.1/30
set interfaces loO unit 8 family inet address 192.168.0.8/32
set protocols bgp group internal type internal
set protocols bgp group internal local-address 192.168.0.8
set protocols bgp group internal export send-direct
set protocols bgp group internal neighbor 192.168.0.6
set protocols bgp group internal neighbor 192.168.0.7
set protocols bgp group external type external
set protocols bgp group external export send-direct
set protocols bgp group external peer-as 2
set protocols bgp group external neighbor 172.16.0.13 peer-as 2
set protocols ospf area 0.0.0.0 interface fe-1/2/1.18
set protocols ospf area 0.0.0.0 interface l00.8 passive
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set policy-options policy-statement send-direct term 1 from protocol direct
set policy-options policy-statement send-direct term 1 then accept

set routing-options router-id 192.168.0.8

set routing-options autonomous-system 3

Configuring Device R1

Step-by-Step The following example requires you to navigate various levels in the configuration
Procedure hierarchy. Forinformation about navigating the CLI, see Using the CLI Editor in Configuration
Mode in the CLI User Guide.

To configure Device R1:

1. Configure the interfaces.

[edit interfaces fe-1/2/0 unit 2]
user@R1# set description R1->R2
user@R1# set family inet address 10.0.0.1/30

[edit interfaces fe-1/2/1 unit 7]
user@R1# set description R1->R4
user@R1# set family inet address 172.16.0.1/30

[edit interfaces loO unit 1]
user@R1# set family inet address 192.168.0.1/32

2. Configure IBGP.

[edit protocols bgp group internal]
user@RI1# set type internal

user@R1# set local-address 192.168.0.1
user@R1# set export send-direct
user@R1# set neighbor 192.168.0.2
user@R1# set neighbor 192.168.0.3

3.  Configure EBGP.

[edit protocols bgp group external]
user@R1# set type external
user@R1# set export send-direct
user@R1# set peer-as 2

user@R1# set neighbor 172.16.0.2

4, Associate the MED value with the IGP metric.

[edit protocols bgp group external]
user@R1# set metric-out igp delay-med-update

The default for the MED update is 10 minutes when you include the
delay-med-update option. When you exclude the delay-med-update option, the
MED update occurs immediately after the IGP metric changes.

5. (Optional) Configure the update interval for the MED update.

[edit routing-options]
user@R1# set med-igp-update-interval 12

You can configure the interval from 10 minutes through 600 minutes.
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Results

Configure OSPF.

[edit protocols ospf area 0.0.0.0]
user@R1# set interface fe-1/2/0.2 metric 600
user@R1# set interface lo0.1 passive

The metric statement is used here to demonstrate what happens when the IGP
metric changes.

Configure a policy that accepts direct routes.

Other useful options for this scenario might be to accept routes learned through
OSPF or local routes.

[edit policy-options policy-statement send-direct term 1]
user@R1# set from protocol direct
user@R1# set then accept

Configure the router ID and autonomous system (AS) number.

[edit routing-options]
user@RI1# set router-id 192.168.0.1
user@R1# set autonomous-system 1

From configuration mode, confirm your configuration by entering the show interfaces,

show policy-options, show protocols, and show routing-options commands. If the output
does not display the intended configuration, repeat the instructions in this example to

correct the configuration.

user@R1# show interfaces
fe-1/2/0 {
unit 2 {
description R1->R2;
family inet {
address 10.0.0.1/30;
}
1
1
fe-1/2/1{
unit7{
description R1->R4;
family inet {
address 172.16.0.1/30;
1
1
1
lo0 {
unit1{
family inet {
address 192.168.0.1/32;
}
1
1

user@R1# show policy-options
policy-statement send-direct {
term1{
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Purpose

from protocol direct;
then accept;
1
}

user@R1# show protocols
bgp {
group internal {
type internal;
local-address 192.168.0.1;
export send-direct;
neighbor 192.168.0.2;
neighbor 192.168.0.3;
1
group external {
type external;
metric-out igp delay-med-update;
export send-direct;
peer-as 2;
neighbor 172.16.0.2;
1
}
ospf {
area 0.0.0.0 {
interface fe-1/2/0.2 {
metric 600;
}
interface l00.1 {
passive;
}
1
1

user@R1# show routing-options
med-igp-update-interval 12;
router-id 192.168.0.1;
autonomous-system 1;

If you are done configuring the device, enter commit from configuration mode. Repeat

Verification

the configuration steps on the other devices in the topology, as needed for your network.

Confirm that the configuration is working properly.

« Checking the BGP Advertisements on page 114
- Verifying That the MED Value Changes When the OSPF Metric Changes on page 115
« Testing the minimum-igp Setting on page 115

Checking the BGP Advertisements

metric.

Verify that Device R1is advertising to Device R4 a BGP MED value that reflects the IGP

N4
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Action From operational mode, enter the show route advertising-protocol bgp command.

user@R1> show route advertising-protocol bgp 172.16.0.2
inet.0: 19 destinations, 33 routes (19 active, O holddown, O hidden)

Prefix Nexthop MED Lclpref AS path
* 10.0.0.0/30 Self 0 1
* 172.16.0.0/30 Self 0 1
* 172.16.0.4/30 Self 601 1
* 192.168.0.1/32 Self 0 1

Meaning The 601 value in the MED column shows that the MED value has been updated to reflect
the configured OSPF metric.

Verifying That the MED Value Changes When the OSPF Metric Changes

Purpose Make sure that when you raise the OSPF metric to 700, the MED value is updated to
reflect this change.

Action From configuration mode, enter the set protocols ospf area O interface fe-1/2/0.2 metric
700 command.

user@R1# set protocols ospf area O interface fe-1/2/0.2 metric 700

user@1# commit

After waiting 12 minutes (the configured delay period), enter the show route
advertising-protocol bgp command from operational mode.

user@R1> show route advertising-protocol bgp 172.16.0.2
inet.0: 19 destinations, 33 routes (19 active, 0 holddown, O hidden)

Prefix Nexthop MED Lclpref AS path
* 10.0.0.0/30 Self 0 1
* 172.16.0.0/30 Self 0 1
* 172.16.0.4/30 Self 701 1
* 192.168.0.1/32 Self 0 1

Meaning The 701 value in the MED column shows that the MED value has been updated to reflect
the configured OSPF metric.

Testing the minimum-igp Setting

Purpose Change the configuration to use the minimum-igp statement instead of the igp statement.
When you increase the OSPF metric, the MED value remains unchanged, but when you
decrease the OSPF metric, the MED value reflects the new OSPF metric.

Action From configuration mode, delete the igp statement, add the minimum-igp statement,
and increase the OSPF metric.

user@R1# delete protocols bgp group external metric-out igp
user@R1# set protocols bgp group external metric-out minimum-igp
user@R1# set protocols ospf area O interface fe-1/2/0.2 metric 800
user@R1l# commit

From operational mode, enter the show route advertising-protocol bgp command to make
sure that the MED value does not change.
user@R1> show route advertising-protocol bgp 172.16.0.2

inet.0: 19 destinations, 33 routes (19 active, 0 holddown, O hidden)
Prefix Nexthop MED Lclpref AS path
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Meaning

Related
Documentation

* 10.0.0.0/30 Self 0 1
* 172.16.0.0/30 Self 0 1
* 172.16.0.4/30 Self 701 |
* 192.168.0.1/32 Self 0 1

From configuration mode, decrease the OSPF metric.
user@R1# set protocols ospf area O interface fe-1/2/0.2 metric 20
user@R1l# commit

From operational mode, enter the show route advertising-protocol bgp command to make
sure that the MED value does change.

user@R1> show route advertising-protocol bgp 172.16.0.2
inet.0: 19 destinations, 33 routes (19 active, 0 holddown, O hidden)

Prefix Nexthop MED Lclpref AS path
* 10.0.0.0/30 Self 0 1
* 172.16.0.0/30 Self 0 1
* 172.16.0.4/30 Self 21 1
* 192.168.0.1/32 Self 0 1

When the minimume-igp statement is configured, the MED value changes only when a
shorter path is available.

« Examples: Configuring External BGP Peering on page 19

« BGP Configuration Overview

Examples: Configuring BGP Local AS

« Understanding the BGP Local AS Attribute on page 116
« Example: Configuring a Local AS for EBGP Sessions on page 121
« Example: Configuring a Private Local AS for EBGP Sessions on page 131

Understanding the BGP Local AS Attribute

When an Internet service provider (ISP) acquires a network that belongs to a different
autonomous system (AS), there is no seamless method for moving the BGP peers of the
acquired network to the AS of the acquiring ISP. The process of configuring the BGP peers
with the new AS number can be time-consuming and cumbersome. Sometimes customers
do not want to or are not immediately able to modify their peer arrangements or
configuration. During this kind of transition period, it can be useful to configure
BGP-enabled devices in the new AS to use the former AS number in BGP updates. This
former AS number is called a local AS.

Using a local AS number permits the routing devices in an acquired network to appear
to belong to the former AS.

For example, ISP A, with an AS of 200, acquires ISP B, with an AS of 250. ISP B has a
customer, ISP C, that does not want to change its configuration. After ISP B becomes
part of ISP A, a local AS number of 250 is configured for use in EBGP peer sessions with
ISP C. Consequently, the local AS number of 250 is either prepended before or used

16
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instead of the global AS number of 200 in the AS path used to export routes to direct
external peersin ISP C.

If the route is received from an internal BGP (IBGP) peer, the AS path includes the local
AS number prepended before the global AS number.

The local AS number is used instead of the global AS number if the route is an external
route, such as a static route or an interior gateway protocol (IGP) route that is imported
into BGP. If the route is external and you want the global AS number to be included in
the AS path, you can apply a routing policy that uses as-path-expand or as-path-prepend.
Use the as-path-expand policy action to place the global AS number behind the local AS
number. Use the as-path-prepend policy action to place the global AS number in front
of the local AS number.

For example:

user@R2# show policy-options
policy-statement prepend-global {
term1{
from protocol static;
then {
as-path-prepend 200; # or use as-path-expand
accept;
}
1
}

user@R2# show protocols bgp
group ext {
export prepend-global;
type external,;
local-as 250;
neighbor 10.0.0.1 {
peer-as 100;
1
neighbor 10.1.0.2 {
peer-as 300;
1
}

user@R2# show routing-options
static {

route 1.1.1.1/32 next-hop 10.0.0.1;
}

autonomous-system 200;

user@R3# run show route 1.1.1.1 protocol bgp
inet.0: 6 destinations, 6 routes (6 active, 0 holddown, O hidden)
+ = Active Route, - = Last Active, * = Both

1.1.1.1/32 *[BGP/170] 00:05:11, localpref 100
AS path: 200 250 I, validation-state: unverified
> to 10.1.0.1 via 1t-1/2/0.4

InaLayer 3 VPN scenario, in which a provider edge (PE) device uses external BGP (EBGP)
to peer with a customer edge (CE) device, the local-as statement behaves differently
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than in the non-VPN scenario. In the VPN scenario, the global AS number defined in the
master instance is prepended to the AS path by default. To override this behavior, you
can configure the no-prepend-global-as in the routing-instance BGP configuration on the
PE device, as shown here:

user@R2# show routing-instances
red {
instance-type vrf;
interface fe-1/2/0.2;
route-distinguisher 2:1;
vrf-target target:2:1;
protocols {
bgp {
group toR1 {
type external;
peer-as;
local-as 200 no-prepend-global-as;
neighbor 10.1.1.1;
}
1
1
1

The Junos operating system (Junos OS) implementation of the local AS attribute supports
the following options:
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. Local AS with private option—When you use the private option, the local AS is used
during the establishment of the BGP session with an EBGP neighbor but is hidden in
the AS path sent to other EBGP peers. Only the global AS is included in the AS path
sent to external peers.

The private option is useful for establishing local peering with routing devices that
remain configured with their former AS or with a specific customer that has not yet
modified its peer arrangements. The local AS is used to establish the BGP session with
the EBGP neighbor but is hidden in the AS path sent to external peers in another AS.

Include the private option so that the local AS is not prepended before the global AS
in the AS path sent to external peers. When you specify the private option, the local
AS is prepended only in the AS path sent to the EBGP neighbor.

For example, in Figure 13 on page 119, Router 1and Router 2 are in AS 64496, Router 4
isin AS 64511, and Router 3 is in AS 64510. Router 2 formerly belonged to AS 64497,
which has merged with another network and now belongs to AS 64496. Because
Router 3 still peers with Router 2 using its former AS (64497), Router 2 needs to be
configured with a local AS of 64497 in order to maintain peering with Router 3.
Configuring a local AS of 64497 permits Router 2 to add AS 64497 when advertising
routes to Router 3. Router 3 sees an AS path of 64497 64496 for the prefix 10/8.

Figure 13: Local AS Configuration
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To prevent Router 2 from adding the local AS number in its announcements to other
peers, use the local-as 64497 private statement. This statement configures Router 2
to not include local AS 64497 when announcing routes to Router 1and to Router 4. In
this case, Router 4 sees an AS path of 64496 64510 for the prefix 10.222/16.

. Local AS with alias option—In Junos OS Release 9.5 and later, you can configure a
local AS as an alias. During the establishment of the BGP open session, the AS used
in the open message alternates between the local AS and the global AS. If the local
AS is used to connect with the EBGP neighbor, then only the local AS is prepended to
the AS path when the BGP peer session is established. If the global AS is used to
connect with the EBGP neighbor, then only the global AS is prepended to the AS path
when the BGP peer session is established. The use of the alias option also means that
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the local AS is not prepended to the AS path for any routes learned from that EBGP
neighbor. Therefore, the local AS remains hidden from other external peers.

Configuring a local AS with the alias option is especially useful when you are migrating
the routing devices in an acquired network to the new AS. During the migration process,
some routing devices might be configured with the new AS while others remain
configured with the former AS. For example, it is good practice to start by first migrating
to the new AS any routing devices that function as route reflectors. However, as you
migrate the route reflector clients incrementally, each route reflector has to peer with
routing devices configured with the former AS, as well as peer with routing devices
configured with the new AS. To establish local peer sessions, it can be useful for the
BGP peers in the network to use both the local AS and the global AS. At the same time,
you want to hide this local AS from external peers and use only the global AS in the
AS path when exporting routes to another AS. In this kind of situation, configure the
alias option.

Include the alias option to configure the local AS as an alias to the global AS configured
at the [edit routing-options] hierarchy level. When you configure a local AS as an alias,
during the establishment of the BGP open session, the AS used in the open message
alternates between the local AS and the global AS. The local AS is prepended to the
AS path only when the peer session with an EBGP neighbor is established using that
local AS. The local AS is hidden in the AS path sent to any other external peers. Only
the global AS is prepended to the AS path when the BGP session is established using
the global AS.

e NOTE: The private and alias options are mutually exclusive. You cannot
configure both options with the same local-as statement.

Local AS with option not to prepend the global AS—In Junos OS Release 9.6 and
later, you can configure a local AS with the option not to prepend the global AS. Only
the local AS is included in the AS path sent to external peers.

Use the no-prepend-global-as option when you want to strip the global AS number
from outbound BGP updates in a virtual private network (VPN) scenario. This option
is useful in aVPN scenario in which you want to hide the global AS from the VPN.

Include the no-prepend-global-as option to have the global AS configured at the [edit
routing-options] hierarchy level removed from the AS path sent to external peers. When
you use this option, only the local AS is included in the AS path for the routes sent to
a customer edge (CE) device.

Number of loops option—The local AS feature also supports specifying the number
of times that detection of the AS number in the AS_PATH attribute causes the route
to be discarded or hidden. For example, if you configure loops 1, the route is hidden if
the AS number is detected in the path one or more times. This is the default behavior.
If you configure loops 2, the route is hidden if the AS number is detected in the path
two or more times.

For the loops number statement, you can configure 1through 10.

120
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e NOTE: Ifyou configure the local AS values forany BGP group, the detection
of routing loops is performed using both the AS and the local AS values for
all BGP groups.

If the local AS for the EBGP or IBGP peer is the same as the current AS, do
not use the local-as statement to specify the local AS number.

When you configure the local AS within a VRF, this impacts the AS path
loop-detection mechanism. All of the local-as statements configured on
the device are part of a single AS domain. The AS path loop-detection
mechanism is based on looking for a matching AS present in the domain.

Example: Configuring a Local AS for EBGP Sessions

This example shows how to configure a local autonomous system (AS) for a BGP peer
so that both the global AS and the local AS are used in BGP inbound and outbound
updates.

« Requirements on page 121

« Overview on page 121

» Configuration on page 122

« Verification on page 128

Requirements

No special configuration beyond device initialization is required before you configure this
example.

Overview

Use the local-as statement when ISPs merge and want to preserve a customer’s
configuration, particularly the AS with which the customer is configured to establish a
peer relationship. The local-as statement simulates the AS number already in place in
customer routers, even if the ISP’s router has moved to a different AS.

This example shows how to use the local-as statement to configure a local AS. The
local-as statement is supported for BGP at the global, group, and neighbor hierarchy
levels.

When you configure the local-as statement, you must specify an AS number. You can
specify a number from 1through 4,294,967,295 in plain-number format. In Junos OS
Release 9.1 and later, the range for AS numbers is extended to provide BGP support for
4-byte AS numbers as defined in RFC 4893, BGP Support for Four-octet AS Number Space.
In Junos OS Release 9.3 and later, you can also configure a 4-byte AS number using the
AS-dot notation format of two integer values joined by a period: <16-bit high-order value
in decimal>.<16-bit low-order value in decimal>. For example, the 4-byte AS number

of 65,546 in plain-number format is represented as 1.10 in the AS-dot notation format.
You can specify a value from 0.0 through 65535.65535 in AS-dot notation format. Junos
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CLI Quick
Configuration

Device R1

Device R2

OS continues to support 2-byte AS numbers. The 2-byte AS number range is 1 through
65,535 (this is a subset of the 4-byte range).

Figure 14 on page 122 shows the sample topology.

Figure 14: Topology for Configuring the Local AS
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In this example, Device R2 formerly belonged to AS 250 and now is in AS 200. Device R1
and Device R3 are configured to peer with AS 250 instead of with the new AS number
(AS 200). Device R2 has the new AS number configured with the autonomous-system
200 statement. To enable the peering sessions to work, the local-as 250 statement is
added in the BGP configuration. Because local-as 250 is configured, Device R2 includes
both the global AS (200) and the local AS (250) in its BGP inbound and outbound
updates.

Configuration

« Configuring Device R1 on page 123
« Configuring Device R2 on page 125
« Configuring Device R3 on page 127

To quickly configure this example, copy the following commands, paste them into a text
file, remove any line breaks, change any details necessary to match your network
configuration, and then copy and paste the commands into the CLI at the [edit] hierarchy
level.

set interfaces fe-1/2/0 unit 1 family inet address 10.0.0.1/30

set interfaces loO unit 1 family inet address 192.168.0.1/32

set protocols bgp group ext type external

set protocols bgp group ext export send-direct

set protocols bgp group ext export send-static

set protocols bgp group ext peer-as 250

set protocols bgp group ext neighbor 10.0.0.2

set policy-options policy-statement send-direct term 1 from protocol direct
set policy-options policy-statement send-direct term 1 then accept

set policy-options policy-statement send-static term 1 from protocol static
set policy-options policy-statement send-static term 1 then accept

set routing-options static route 10.1.0.0/30 next-hop 10.0.0.2

set routing-options autonomous-system 100

set interfaces fe-1/2/0 unit 2 family inet address 10.0.0.2/30
set interfaces fe-1/2/1 unit 3 family inet address 10.1.0.1/30
set interfaces loO unit 2 family inet address 192.168.0.2/32
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set protocols bgp group ext type external

set protocols bgp group ext export send-direct

set protocols bgp group ext export send-static

set protocols bgp group ext local-as 250

set protocols bgp group ext neighbor 10.0.0.1 peer-as 100

set protocols bgp group ext neighbor 10.1.0.2 peer-as 300

set policy-options policy-statement send-direct term 1 from protocol direct
set policy-options policy-statement send-direct term 1 then accept

set policy-options policy-statement send-static term 1 from protocol static
set policy-options policy-statement send-static term 1 then accept

set routing-options autonomous-system 200

Device R3 set interfaces fe-1/2/0 unit 4 family inet address 10.1.0.2/30
set interfaces loO unit 3 family inet address 192.168.0.3/32
set protocols bgp group ext type external
set protocols bgp group ext export send-direct
set protocols bgp group ext export send-static
set protocols bgp group ext peer-as 250
set protocols bgp group ext neighbor 10.1.0.1
set policy-options policy-statement send-direct term 1 from protocol direct
set policy-options policy-statement send-direct term 1 then accept
set policy-options policy-statement send-static term 1 from protocol static
set policy-options policy-statement send-static term 1 then accept
set routing-options static route 10.0.0.0/30 next-hop 10.1.0.1
set routing-options autonomous-system 300

Configuring Device R1

Step-by-Step  The following example requires you to navigate various levels in the configuration
Procedure hierarchy. Forinformation about navigating the CLI, see Using the CL| Editor in Configuration
Mode in the CLI/ User Guide.

To configure Device R1:

1. Configure the interfaces.

[edit interfaces]
user@R1# set fe-1/2/0 unit 1 family inet address 10.0.0.1/30

user@R1# set loO unit 1 family inet address 192.168.0.1/32
2. Configure external BGP (EBGP).

[edit protocols bgp group ext]
user@RI1# set type external
user@R1# set export send-direct
user@R1# set export send-static
user@R1# set peer-as 250
user@R1# set neighbor 10.0.0.2

3.  Configure the routing policy.

[edit policy-options]

user@R1# set policy-statement send-direct term 1 from protocol direct
user@R1# set policy-statement send-direct term 1then accept
user@R1# set policy-statement send-static term 1 from protocol static
user@R1# set policy-statement send-static term 1then accept
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Results

4.  Configure a static route to the remote network between Device R2 and Device R3.

[edit routing-options]

user@R1# set static route 10.1.0.0/30 next-hop 10.0.0.2

5.  Configure the global AS number.

[edit routing-options]

user@R1# set autonomous-system 100

From configuration mode, confirm your configuration by entering the show interfaces,
show policy-options, show protocols, and show routing-options commands. If the output
does not display the intended configuration, repeat the instructions in this example to

correct the configuration.

user@R1# show interfaces
fe-1/2/0 {
unit1{
family inet {
address 10.0.0.1/30;
}
1
1
loO {
unit1{
family inet {
address 192.168.0.1/32;
}
1
1

user@R1# show policy-options
policy-statement send-direct {
term1{
from protocol direct;
then accept;
1
1
policy-statement send-static {
term1{
from protocol static;
then accept;
1
1

user@R1# show protocols
bgp {
group ext {
type external;
export [ send-direct send-static ];
peer-as 250;
neighbor 10.0.0.2;
1
1

user@R1# show routing-options
static {
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route 10.1.0.0/30 next-hop 10.0.0.2;
1

autonomous-system 100;

When you are done configuring the device, enter commit from configuration mode.

Configuring Device R2

Step-by-Step  The following example requires you to navigate various levels in the configuration
Procedure hierarchy. Forinformation about navigating the CLI, see Using the CL| Editor in Configuration
Mode in the CLI/ User Guide.

To configure Device R2:

1. Configure the interfaces.

[edit interfaces]
user@R2# set fe-1/2/0 unit 2 family inet address 10.0.0.2/30

user@R2# set fe-1/2/1 unit 3 family inet address 10.1.0.1/30

user@R2# set loO unit 2 family inet address 192.168.0.2/32
2. Configure EBGP.

[edit protocols bgp group ext]

user@R2# set type external

user@R2# set export send-direct
user@R2# set export send-static
user@R2# set neighbor 10.0.0.1 peer-as 100
user@R2# set neighbor 10.1.0.2 peer-as 300

3. Configure the local autonomous system (AS) number.

[edit protocols bgp group ext]
user@R2# set local-as 250

4. Configure the global AS number.

[edit routing-options]
user@R2# set autonomous-system 200

5.  Configure the routing policy.

[edit policy-options]

user@R2# set policy-statement send-direct term 1 from protocol direct
user@R2# set policy-statement send-direct term 1then accept
user@R2# set policy-statement send-static term 1 from protocol static
user@R2# set policy-statement send-static term 1 then accept

Results From configuration mode, confirm your configuration by entering the show interfaces,
show policy-options, show protocols, and show routing-options commands. If the output
does not display the intended configuration, repeat the instructions in this example to
correct the configuration.

user@R2# show interfaces
fe-1/2/0 {
unit 2 {
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family inet {
address 10.0.0.2/30;
}
1
}
fe-1/2/1{
unit3{
family inet {
address 10.1.0.1/30;
}
1
1
loO {
unit 2 {
family inet {
address 192.168.0.2/32;
}
1
1

user@R2# show policy-options
policy-statement send-direct {
term1{
from protocol direct;
then accept;
1
1
policy-statement send-static {
term1{
from protocol static;
then accept;
1
1

user@R2# show protocols
bgp {
group ext {
type external;
export [ send-direct send-static ];
local-as 250;
neighbor 10.0.0.1 {
peer-as 100;
}
neighbor 10.1.0.2 {
peer-as 300;
}
1
}

user@R2# show routing-options
autonomous-system 200;

When you are done configuring the device, enter commit from configuration mode.
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Configuring Device R3

Step-by-Step  The following example requires you to navigate various levels in the configuration
Procedure hierarchy. Forinformation about navigating the CLI, see Using the CL| Editor in Configuration
Mode in the CL/ User Guide.

To configure Device R3:

1. Configure the interfaces.

[edit interfaces]
user@R3# set fe-1/2/0 unit 4 family inet address 10.1.0.2/30

user@R3# set loO unit 3 family inet address 192.168.0.3/32
2. Configure EBGP.

[edit protocols bgp group ext]
user@R3# set type external
user@R3# set export send-direct
user@R3# set export send-static
user@R3# set peer-as 250
user@R3# set neighbor 10.1.0.1

3.  Configure the global autonomous system (AS) number.

[edit routing-options]
user@R3# set autonomous-system 300

4. Configure a static route to the remote network between Device R1 and Device R2.

[edit routing-options]
user@R3# set static route 10.0.0.0/30 next-hop 10.1.0.1

5.  Configure the routing policy.

[edit policy-options]

user@R3# set policy-statement send-direct term 1 from protocol direct
user@R3# set policy-statement send-direct term 1 then accept
user@R3# set policy-statement send-static term 1 from protocol static
user@R3# set policy-statement send-static term 1then accept

Results From configuration mode, confirm your configuration by entering the show interfaces,
show policy-options, show protocols, and show routing-options commands. If the output
does not display the intended configuration, repeat the instructions in this example to
correct the configuration.

user@R3# show interfaces
fe-1/2/0 {
unit 4 {
family inet {
address 10.1.0.2/30;
1
}
1
loO {
unit3 {
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Purpose

Action

family inet {
address 192.168.0.3/32;
}
1
}

user@R3# show policy-options
policy-statement send-direct {
term1{
from protocol direct;
then accept;
1
1
policy-statement send-static {
term1{
from protocol static;
then accept;
1
1

user@R3# show protocols
bgp {
group ext {
type external;
export [ send-direct send-static ];
peer-as 250;
neighbor 10.1.0.1;
1
}

user@R3# show routing-options
static {

route 10.0.0.0/30 next-hop 10.1.0.1;
1

autonomous-system 300;

When you are done configuring the device, enter commit from configuration mode.

Verification

Confirm that the configuration is working properly.

« Checking the Local and Global AS Settings on page 128
« Checking the BGP Peering Sessions on page 130
» Verifying the BGP AS Paths on page 130

Checking the Local and Global AS Settings

Make sure that Device R2 has the local and global AS settings configured.

From operational mode, enter the show bgp neighbors command.

user@R2> show bgp neighbors

Peer: 10.0.0.1+179 AS 100 Local: 10.0.0.2+61036 AS 250
Type: External State: Established Flags: <Sync>
Last State: OpenConfirm Last Event: RecvKeepAlive
Last Error: None
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Export: [ send-direct send-static ]

Options: <Preference PeerAS LocalAS Refresh>

Holdtime: 90 Preference: 170 Local AS: 250 Local System AS: 200

Number of flaps: O

Peer 1D: 192.168.0.1 Local ID: 192.168.0.2 Active Holdtime: 90

Keepalive Interval: 30 Peer index: O

BFD: disabled, down

Local Interface: fe-1/2/0.2

NLRI for restart configured on peer: inet-unicast

NLRI advertised by peer: inet-unicast

NLRI for this session: inet-unicast

Peer supports Refresh capability (2)

Stale routes from peer are kept for: 300

Peer does not support Restarter functionality

NLRI that restart is negotiated for: inet-unicast

NLRI of received end-of-rib markers: inet-unicast

NLRI of all end-of-rib markers sent: inet-unicast

Peer supports 4 byte AS extension (peer-as 100)

Peer does not support Addpath

Table inet.0 Bit: 10000
RIB State: BGP restart is complete
Send state: in sync
Active prefixes:
Received prefixes:
Accepted prefixes:
Suppressed due to damping:
Advertised prefixes:

Last traffic (seconds): Received 6 Sent 14  Checked 47

Input messages: Total 258 Updates 3 Refreshes 0 Octets 4969

Output messages: Total 258 Updates 2 Refreshes 0 Octets 5037

Output Queue[0]: O

A ODNWEER

Peer: 10.1.0.2+179 AS 300 Local: 10.1.0.1+52296 AS 250
Type: External State: Established Flags: <Sync>
Last State: OpenConfirm Last Event: RecvKeepAlive
Last Error: None
Export: [ send-direct send-static ]

Options: <Preference PeerAS LocalAS Refresh>
Holdtime: 90 Preference: 170 Local AS: 250 Local System AS: 200
Number of flaps: 0O
Peer 1D: 192.168.0.3 Local ID: 192.168.0.2 Active Holdtime: 90
Keepalive Interval: 30 Peer index: 1
BFD: disabled, down
Local Interface: fe-1/2/1.3
NLRI for restart configured on peer: inet-unicast
NLRI advertised by peer: inet-unicast
NLRI for this session: inet-unicast
Peer supports Refresh capability (2)
Stale routes from peer are kept for: 300
Peer does not support Restarter functionality
NLRI that restart is negotiated for: inet-unicast
NLRI of received end-of-rib markers: inet-unicast
NLRI of all end-of-rib markers sent: inet-unicast
Peer supports 4 byte AS extension (peer-as 300)
Peer does not support Addpath
Table inet.0 Bit: 10000

RIB State: BGP restart is complete

Send state: in sync

Active prefixes: 1
Received prefixes: 3
Accepted prefixes: 2
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Meaning

Purpose

Action

Meaning

Purpose

Action

Suppressed due to damping: 0

Advertised prefixes: 4
Last traffic (seconds): Received 19 Sent 26 Checked 9
Input messages: Total 256 Updates 3 Refreshes 0 Octets 4931
Output messages: Total 256 Updates 2 Refreshes 0 Octets 4999

Output Queue[0]: O

The Local AS: 250 and Local System AS: 200 output shows that Device R2 has the
expected settings. Additionally, the output shows that the options list includes LocalAS.

Checking the BGP Peering Sessions

Ensure that the sessions are established and that the local AS number 250 is displayed.

From operational mode, enter the show bgp summary command.

user@R1> show bgp summary
Groups: 1 Peers: 1 Down peers: O

Table Tot Paths Act Paths Suppressed History Damp State Pending
inet.0 4 2 0 0 0 0
Peer AS InPkt OutPkt OoutQ Flaps Last Up/Dwn
State]#Active/Received/Accepted/Damped. . .

10.0.0.2 250 232 233 0 4 1:42:37
2/4/4/0 0/0/0/0

user@R3> show bgp summary
Groups: 1 Peers: 1 Down peers: O

Table Tot Paths Act Paths Suppressed History Damp State Pending
inet.0 4 2 0 0 0 0
Peer AS InPkt OutPkt OutQ Flaps Last Up/Dwn
State|#Active/Received/Accepted/Damped. . .

10.1.0.1 250 235 236 0 4 1:44:25
2/4/4/0 0/0/0/0

Device R1and Device R3 appear to be peering with a device in AS 250, even though Device
R2is actually in AS 200.

Verifying the BGP AS Paths

Make sure that the routes are in the routing tables and that the AS paths show the local
AS number 250.

From configuration mode, enter the set route protocol bgp command.

user@R1> show route protocol bgp
inet.0: 6 destinations, 8 routes (6 active, 0 holddown, O hidden)
+ = Active Route, - = Last Active, * = Both

10.0.0.0/30 [BGP/170] 01:46:44, localpref 100
AS path: 250 1
> to 10.0.0.2 via fe-1/2/0.1
10.1.0.0/30 [BGP/170] 01:46:44, localpref 100
AS path: 250 1
> to 10.0.0.2 via fe-1/2/0.1
192.168.0.2/32 *[BGP/170] 01:46:44, localpref 100
AS path: 250 1
> to 10.0.0.2 via fe-1/2/0.1
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192.168.0.3/32 *[BGP/170] 01:46:40, localpref 100
AS path: 250 300 1
> to 10.0.0.2 via fe-1/2/0.1

user@R3> show route protocol bgp

inet.0: 6 destinations, 8 routes (6 active, 0 holddown, O hidden)

+ = Active Route, - = Last Active, * = Both
10.0.0.0/30 [BGP/170] 01:47:10, localpref 100
AS path: 250 1
> to 10.1.0.1 via fe-1/2/0.4
10.1.0.0/30 [BGP/170] 01:47:10, localpref 100
AS path: 250 1
> to 10.1.0.1 via fe-1/2/0.4
192.168.0.1/32 *[BGP/170] 01:47:10, localpref 100

AS path: 250 100 1
> to 10.1.0.1 via fe-1/2/0.4
192.168.0.2/32 *[BGP/170] 01:47:10, localpref 100
AS path: 250 1
> to 10.1.0.1 via fe-1/2/0.4

Meaning The output shows that Device R1and Device R3 appear to have routes with AS paths
that include AS 250, even though Device R2 is actually in AS 200.

Example: Configuring a Private Local AS for EBGP Sessions

This example shows how to configure a private local autonomous system (AS) number.
The local AS is considered to be private because it is advertised to peers that use the
local AS number for peering, but is hidden in the announcements to peers that can use
the global AS number for peering.

« Requirements on page 131

« Overview on page 131

« Configuration on page 133

« Verification on page 135

Requirements

No special configuration beyond device initialization is required before you configure this
example.

Overview

Use the local-as statement when ISPs merge and want to preserve a customer’s
configuration, particularly the AS with which the customer is configured to establish a
peer relationship. The local-as statement simulates the AS number already in place in
customer routers, even if the ISP’s router has moved to a different AS.

When you use the private option, the local AS is used during the establishment of the
BGP session with an external BGP (EBGP) neighbor, but is hidden in the AS path sent to
other EBGP peers. Only the global AS is included in the AS path sent to external peers.
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The private optionis useful for establishing local peering with routing devices that remain
configured with their former AS or with a specific customer that has not yet modified its
peer arrangements. The local AS is used to establish the BGP session with the EBGP
neighbor, but is hidden in the AS path sent to external peers in another AS.

Include the private option so that the local AS is not prepended before the global AS in
the AS path sent to external peers. When you specify the private option, the local AS is
prepended only in the AS path sent to the EBGP neighbor.

Figure 15 on page 132 shows the sample topology.

Figure 15: Topology for Configuring a Private Local AS
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Device R1is in AS 64496. Device R2 isin AS 64510. Device R3is in AS 64511. Device R4
isin AS 64512. Device R1 formerly belonged to AS 64497, which has merged with another
network and now belongs to AS 64496. Because Device R3 still peers with Device R1,
using its former AS, 64497, Device R1 needs to be configured with a local AS of 64497
in order to maintain peering with Device R3. Configuring a local AS of 64497 permits
Device R1to add AS 64497 when advertising routes to Device R3. Device R3 sees an AS
path of 64497 64496 for the prefix 10.1.1.2/32, which is Device R2's loopback interface.
Device R4, which is behind Device R3, sees an AS path of 64511 64497 64496 64510 to
Device R2’s loopback interface. To prevent Device R1 from adding the local AS number
in its announcements to other peers, this example includes the local-as 64497 private
statement. The private option configures Device R1to not include the local AS 64497
when announcing routes to Device R2. Device R2 sees an AS path of 64496 64511 to
Device R3 and an AS path of 64496 64511 64512 to Device R4. The private option in
Device R1's configuration causes the AS number 64497 to be missing from the AS paths
that Device R1readvertises to Device R2.

Device R2 is hiding the private local AS from all the routers, except Device R3. The private
option applies to the routes that Device R1 receives (learns) from Device R3 and that
Device R1, in turn, readvertises to other routers. When these routes learned from Device
R3 are readavertised by Device R1to Device R2, the private local AS is missing from the
AS path advertised to Device R2.
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Configuration

CLIQuick To quickly configure this example, copy the following commands, paste them into a text
Configuration file, remove any line breaks, change any details necessary to match your network
configuration, and then copy and paste the commands into the CLI at the [edit] hierarchy
level.

Device R1 set interfaces fe-1/2/0 unit 3 family inet address 192.168.1.1/24
set interfaces fe-1/72/1 unit 5 family inet address 192.168.10.1/24
set interfaces loO unit 2 family inet address 10.1.1.1/32
set protocols bgp group external-AS64511 type external
set protocols bgp group external-AS64511 peer-as 64511
set protocols bgp group external-AS64511 local-as 64497
set protocols bgp group external-AS64511 local-as private
set protocols bgp group external-AS64511 neighbor 192.168.1.2
set protocols bgp group external-AS64510 type external
set protocols bgp group external-AS64510 peer-as 64510
set protocols bgp group external-AS64510 neighbor 192.168.10.2
set policy-options policy-statement send-direct term 1 from protocol direct
set policy-options policy-statement send-direct term 1 then accept
set routing-options autonomous-system 64496

Device R2 set interfaces fe-1/2/0 unit 6 family inet address 192.168.10.2/24
set interfaces loO unit 3 family inet address 10.1.1.2/32
set protocols bgp group external type external
set protocols bgp group external export send-direct
set protocols bgp group external peer-as 64496
set protocols bgp group external neighbor 192.168.10.1
set policy-options policy-statement send-direct term 1 from protocol direct
set policy-options policy-statement send-direct term 1 then accept
set routing-options autonomous-system 64510

Device R3 set interfaces fe-1/2/0 unit 4 family inet address 192.168.1.2/24
set interfaces fe-1/2/1 unit 7 family inet address 192.168.5.1/24
set interfaces loO unit 4 family inet address 10.1.1.3/32
set protocols bgp group external type external
set protocols bgp group external export send-direct
set protocols bgp group external neighbor 192.168.1.1 peer-as 64497
set protocols bgp group external neighbor 192.168.5.2 peer-as 64512
set policy-options policy-statement send-direct term 1 from protocol direct
set policy-options policy-statement send-direct term 1 then accept
set routing-options autonomous-system 64511

Device R4 set interfaces fe-1/2/0 unit 8 family inet address 192.168.5.2/24
set interfaces loO unit 5 family inet address 10.1.1.4/32
set protocols bgp group external type external
set protocols bgp group external export send-direct
set protocols bgp group external peer-as 64511
set protocols bgp group external neighbor 192.168.5.1
set policy-options policy-statement send-direct term 1 from protocol direct
set policy-options policy-statement send-direct term 1 then accept
set routing-options autonomous-system 64512
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Step-by-Step
Procedure

Results

Configuring Device R1

The following example requires you to navigate various levels in the configuration
hierarchy. For information about navigating the CLI, see Using the CLI Editor in Configuration
Mode in the CL/ User Guide.

To configure Device R1:

Configure the interfaces.

[edit interfaces fe-1/2/0 unit 3]
user@R1# set family inet address 192.168.1.1/24

[edit interfaces fe-1/2/1 unit 5]
user@R1# set family inet address 192.168.10.1/24

[edit interfaces loO unit 2]
user@R1# set family inet address 10.1.1.1/32

Configure the EBGP peering session with Device R2.

[edit protocols bgp group external-AS64510]
user@R1# set type external

user@R1# set peer-as 64510

user@RI1# set neighbor 192.168.10.2

Configure the EBGP peering session with Device R3.

[edit protocols bgp group external-AS64511]
user@R1# set type external

user@R1# set peer-as 64511

user@R1# set local-as 64497

user@R1# set local-as private

user@R1# set neighbor 192.168.1.2

Configure the routing policy.

[edit policy-options policy-statement send-direct term 1]

user@R1# set from protocol direct
user@R1# set then accept

Configure the global autonomous system (AS) number.

[edit routing-options]
user@R1# set autonomous-system 64496

From configuration mode, confirm your configuration by entering the show interfaces,
show policy-options, show protocols, and show routing-options commands. If the output
does not display the intended configuration, repeat the instructions in this example to
correct the configuration.

user@R1# show interfaces
fe-1/2/0 {
unit3{

family inet {
address 192.168.1.1/24;
}
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1
1
fe-1/2/1{
unit5{
family inet {
address 192.168.10.1/24;
}
1
}
lo0 {
unit 2 {
family inet {
address 10.1.1.1/32;
}
1
}

user@R1# show policy-options
policy-statement send-direct {
term1{
from protocol direct;
then accept;
}
1

user@R1# show protocols
bgp {
group external-AS64511 {
type external;
peer-as 64517;
local-as 64497 private;
neighbor 192.168.1.2;
1
group external-AS64510 {
type external;
peer-as 64510;
neighbor 192.168.10.2;
1
1

user@R1# show routing-options
autonomous-system 64496;

If you are done configuring the device, enter commit from configuration mode.

Repeat the configuration as needed for the other devices in the topology.

Verification

Confirm that the configuration is working properly.

« Checking Device R2’s AS Paths on page 136
« Checking Device R3’s AS Paths on page 136
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Action

Meaning

Purpose

Action

Meaning

Related
Documentation

Checking Device R2’s AS Paths

Make sure that Device R2 does not have AS 64497 inits AS paths to Device R3 and Device
R4.

From operational mode, enter the show route protocol bgp command.

user@R2> show route protocol bgp
inet.0: 6 destinations, 6 routes (6 active, 0 holddown, O hidden)
+ = Active Route, - = Last Active, * = Both

10.1.1.3/32 *[BGP/170] 01:33:11, localpref 100
AS path: 64496 64511 1
> to 192.168.10.1 via fe-1/2/0.6
10.1.1.4/32 *[BGP/170] 01:33:11, localpref 100
AS path: 64496 64511 64512 1
> to 192.168.10.1 via fe-1/2/0.6
192.168.5.0/24 *[BGP/170] 01:49:15, localpref 100
AS path: 64496 64511 1
> to 192.168.10.1 via fe-1/2/0.6

Device R2’s AS paths do not include AS 64497.

Checking Device R3’s AS Paths
Make sure that Device R3 does not have AS 64497 in its AS path to Device R4.

From operational mode, enter the show route protocol bgp command.

user@R3> show route protocol bgp
inet.0: 7 destinations, 8 routes (7 active, 0 holddown, O hidden)
+ = Active Route, - = Last Active, * = Both

10.1.1.2/32 *[BGP/170] 01:35:11, localpref 100
AS path: 64497 64496 64510 1
> to 192.168.1.1 via fe-1/2/0.4
10.1.1.4/32 *[BGP/170] 01:35:11, localpref 100
AS path: 64512 1
> to 192.168.5.2 via fe-1/2/1.7
192.168.5.0/24 [BGP/170] 01:51:15, localpref 100
AS path: 64512 1
> to 192.168.5.2 via fe-1/2/1.7

Device R3’s route to Device R2 (prefix 10.1.1.2) includes both the local and the global AS
configured on Device R1 (64497 and 64496, respectively).

« Examples: Configuring External BGP Peering on page 19

« BGP Configuration Overview

Example: Configuring the Accumulated IGP Attribute for BGP

« Understanding the Accumulated IGP Attribute for BGP on page 137
« Example: Configuring the Accumulated IGP Attribute for BGP on page 137
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Understanding the Accumulated IGP Attribute for BGP

The interior gateway protocols (IGPs) are designed to handle routing within a single
domain or an autonomous system (AS). Each link is assigned a particular value called a
metric. The distance between the two nodes is calculated as a sum of all the metric
values of links along the path. The IGP selects the shortest path between two nodes
based on distance.

BGP is designed to provide routing over a large number of independent ASs with limited
or no coordination among respective administrations. BGP does not use metrics in the
path selection decisions.

The accumulated IGP (AIGP) metric attribute for BGP enables deployment in which a
single administration can run several contiguous BGP ASs. Such deployments allow BGP
to make routing decisions based on the IGP metric. In such networks, it is possible for
BGP to select paths based on metrics as is done by IGPs. In this case, BGP chooses the
shortest path between two nodes, even though the nodes might be in two different ASs.

The AIGP attribute is particularly useful in networks that use tunneling to deliver a packet
toits BGP next hop. The Juniper Networks® Junos® operating system (Junos OS) currently
supports the AIGP attribute for two BGP address families, family inet labeled-unicast and
family inet6 labeled-unicast.

AIGP impacts the BGP best-route decision process. The AIGP attribute preference rule
is applied after the local-preference rule. The AIGP distance is compared to break a tie.
The BGP best-route decision process also impacts the way the interior cost ruleis applied
if the resolving next hop has an AIGP attribute. Without AIGP enabled, the interior cost
of aroute is based on the calculation of the metric to the next hop for the route. With
AIGP enabled, the resolving AIGP distance is added to the interior cost.

The AIGP attribute is an optional non-transitive BGP path attribute and is specified in
Internet draft draft-ietf-idr-aigp-06, The Accumulated IGP Metric Attribute for BGP.

Example: Configuring the Accumulated IGP Attribute for BGP

This example shows how to configure the accumulated IGP (AIGP) metric attribute for
BGP.

« Requirements on page 137

« Overview on page 138

» Configuration on page 139

« Verification on page 169

Requirements

This example uses the following hardware and software components:

« Seven BGP-speaking devices.

« Junos OS Release 12.1 or later.
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Overview

The AIGP attribute enables deployments in which a single administration can run several
contiguous BGP autonomous systems (ASs). Such deployments allow BGP to make
routing decisions based on the IGP metric. With AIGP enabled, BGP can select paths
based on IGP metrics. This enables BGP to choose the shortest path between two nodes,
even though the nodes might be in different ASs. The AIGP attribute is particularly useful
in networks that use tunneling to deliver a packet to its BGP next hop. This example
shows AIGP configured with MPLS label-switched paths.

To enable AIGP, you include the aigp statement in the BGP configuration on a protocol
family basis. Configuring AIGP on a particular family enables sending and receiving of
the AIGP attribute on that family. By default, AIGP is disabled. An AIGP-disabled neighbor
does not send an AIGP attribute and silently discards a received AIGP attribute.

Junos OS supports AIGP for family inet labeled-unicast and family inet6 labeled-unicast.
The aigp statement can be configured for a given family at the global BGP, group, or
neighbor level.

By default, the value of the AIGP attribute for a local prefix is zero. An AIGP-enabled
neighbor can originate an AIGP attribute for a given prefix by export policy, using the
aigp-originate policy action. The value of the AIGP attribute reflects the IGP distance to
the prefix. Alternatively, you can specify a value, by using the aigp-originate distance
distance policy action. The configurable range is O through 4,294,967,295. Only one node
needs to originate an AIGP attribute. The AIGP attribute is retained and readvertised if
the neighbors are AIGP enabled with the aigp statement in the BGP configuration.

The policy action to originate the AIGP attribute has the following requirements:

« Neighbor must be AIGP enabled.

« Policy must be applied as an export policy.
« Prefix must have no current AIGP attribute.
« Prefix must export with next-hop self.

« Prefix must reside within the AIGP domain. Typically, a loopback IP address is the prefix
to originate.

The policy is ignored if these requirements are not met.

Topology Diagram

Figure 16 on page 139 shows the topology used in this example. OSPF is used as the interior
gateway protocol (IGP). Internal BGP (IBGP) is configured between Device PET and
Device PE4. External BGP (EBGP) is configured between Device PE7 and Device PET,
between Device PE4 and Device PE3, and between Device PE4 and Device PE2. Devices
PE4, PE2, and PE3 are configured for multihop. Device PE4 selects a path based on the
AIGP value and then readvertises the AIGP value based on the AIGP and policy
configuration. Device PE1 readvertises the AIGP value to Device PE7, which is in another
administrative domain. Every device has two loopback interface addresses: 10.9.9.x is
used for BGP peering and the router ID, and 10.100.1.x is used for the BGP next hop.
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The network between Device PE1 and PE3 has IBGP peering and multiple OSPF areas.
The external link to Device PE7 is configured to show that the AIGP attribute is readvertised
to a neighbor outside of the administrative domain, if that neighbor is AIGP enabled.

Figure 16: Advertisement of Multiple Paths in BGP

For origination of an AIGP attribute, the BGP next hop is required to be itself. If the BGP
next hop remains unchanged, the received AIGP attribute is readvertised, asis, to another
AIGP neighbor. If the next hop changes, the received AIGP attribute is readvertised with
an increased value to another AIGP neighbor. The increase in value reflects the IGP
distance to the previous BGP next hop. To demonstrate, this example uses loopback
interface addresses for Device PE4’s EBGP peering sessions with Device PE2 and Device
PE3. Multihop is enabled on these sessions so that a recursive lookup is performed to
determine the point-to-point interface. Because the next hop changes, the IGP distance
is added to the AIGP distance.

Configuration

« Configuring Device P1on page 145

» Configuring Device P2 on page 148

« Configuring Device PE4 on page 151
« Configuring Device PET1 on page 156
« Configuring Device PE2 on page 160
» Configuring Device PE3 on page 164
« Configuring Device PE7 on page 167

CLIQuick To quickly configure this example, copy the following commands, paste them into a text
Configuration file, remove any line breaks, change any details necessary to match your network
configuration, and then copy and paste the commands into the CLI at the [edit] hierarchy
level.

Device P1 set interfaces fe-1/2/0 unit 1 description P1-to-PE1
set interfaces fe-1/2/0 unit 1 family inet address 10.0.0.2/30
set interfaces fe-1/2/0 unit 1 family mpls
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set interfaces fe-1/2/1 unit 4 description P1-to-P2

set interfaces fe-1/2/1 unit 4 family inet address 10.0.0.29/30
set interfaces fe-1/2/1 unit 4 family mpls

set interfaces fe-1/2/2 unit 8 description P1-to-PE4

set interfaces fe-1/2/2 unit 8 family inet address 10.0.0.17/30
set interfaces fe-1/2/2 unit 8 family mpls

set interfaces loO unit 3 family inet address 10.9.9.2/32

set interfaces loO unit 3 family inet address 10.100.1.2/32

set protocols rsvp interface fe-1/2/0.1

set protocols rsvp interface fe-1/2/2.8

set protocols rsvp interface fe-1/2/1.4

set protocols mpls label-switched-path P1-to-P2 t0 10.9.9.3
set protocols mpls label-switched-path P1-to-PE1 to 10.9.9.1
set protocols mpls label-switched-path P1-to-PE4 to 10.9.9.4
set protocols mpls interface fe-1/2/0.1

set protocols mpls interface fe-1/2/2.8

set protocols mpls interface fe-1/2/1.4

set protocols bgp group internal type internal

set protocols bgp group internal local-address 10.9.9.2

set protocols bgp group internal family inet labeled-unicast aigp
set protocols bgp group internal neighbor 10.9.9.1

set protocols bgp group internal neighbor 10.9.9.3

set protocols bgp group internal neighbor 10.9.9.4

set protocols ospf area 0.0.0.1 interface fe-1/2/0.1 metric 1
set protocols ospf area 0.0.0.1interface fe-1/2/1.4 metric 1
set protocols ospf area 0.0.0.0 interface fe-1/2/2.8 metric 1
set protocols ospf area 0.0.0.0 interface 10.9.9.2 passive

set protocols ospf area 0.0.0.0 interface 10.9.9.2 metric 1

set protocols ospf area 0.0.0.0 interface 10.100.1.2 passive
set protocols ospf area 0.0.0.0 interface 10.100.1.2 metric 1
set routing-options router-id 10.9.9.2

set routing-options autonomous-system 13979

Device P2 set interfaces fe-1/2/0 unit 3 description P2-to-PE1
set interfaces fe-1/2/0 unit 3 family inet address 10.0.0.6/30
set interfaces fe-1/2/0 unit 3 family mpls
set interfaces fe-1/2/1 unit 5 description P2-to-P1
set interfaces fe-1/2/1 unit 5 family inet address 10.0.0.30/30
set interfaces fe-1/2/1 unit 5 family mpls
set interfaces fe-1/2/2 unit 6 description P2-to-PE4
set interfaces fe-1/2/2 unit 6 family inet address 10.0.0.13/30
set interfaces fe-1/2/2 unit 6 family mpls
set interfaces loO unit 5 family inet address 10.9.9.3/32
set interfaces loO unit 5 family inet address 10.100.1.3/32
set protocols rsvp interface fe-1/2/1.5
set protocols rsvp interface fe-1/2/2.6
set protocols rsvp interface fe-1/2/0.3
set protocols mpls label-switched-path P2-to-PE1to 10.9.9.1
set protocols mpls label-switched-path P2-to-P1t0 10.9.9.2
set protocols mpls label-switched-path P2-to-PE4 t010.9.9.4
set protocols mpls interface fe-1/2/1.5
set protocols mpls interface fe-1/2/2.6
set protocols mpls interface fe-1/2/0.3
set protocols bgp group internal type internal
set protocols bgp group internal local-address 10.9.9.3
set protocols bgp group internal family inet labeled-unicast aigp
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set protocols bgp group internal neighbor 10.9.9.1

set protocols bgp group internal neighbor 10.9.9.2

set protocols bgp group internal neighbor 10.9.9.4

set protocols ospf area 0.0.0.0 interface fe-1/2/2.6 metric 1
set protocols ospf area 0.0.0.0 interface 10.9.9.3 passive
set protocols ospf area 0.0.0.0 interface 10.9.9.3 metric 1
set protocols ospf area 0.0.0.0 interface 10.100.1.3 passive
set protocols ospf area 0.0.0.0 interface 10.100.1.3 metric 1
set routing-options router-id 10.9.9.3

set routing-options autonomous-system 13979

Device PE4 set interfaces fe-1/2/0 unit 7 description PE4-to-P2
set interfaces fe-1/2/0 unit 7 family inet address 10.0.0.14/30
set interfaces fe-1/2/0 unit 7 family mpls
set interfaces fe-1/2/1 unit 9 description PE4-to-P1
set interfaces fe-1/2/1 unit 9 family inet address 10.0.0.18/30
set interfaces fe-1/2/1 unit 9 family mpls
set interfaces fe-1/2/2 unit 10 description PE4-to-PE2
set interfaces fe-1/2/2 unit 10 family inet address 10.0.0.21/30
set interfaces fe-1/2/2 unit 10 family mpls
set interfaces fe-1/0/2 unit 12 description PE4-to-PE3
set interfaces fe-1/0/2 unit 12 family inet address 10.0.0.25/30
set interfaces fe-1/0/2 unit 12 family mpls
set interfaces loO unit 7 family inet address 10.9.9.4/32
set interfaces loO unit 7 family inet address 10.100.1.4/32
set protocols rsvp interface fe-1/2/0.7
set protocols rsvp interface fe-1/2/1.9
set protocols rsvp interface fe-1/2/2.10
set protocols rsvp interface fe-1/0/2.12
set protocols mpls label-switched-path PE4-to-PE2 to 10.9.9.5
set protocols mpls label-switched-path PE4-to-PE3 to 10.9.9.6
set protocols mpls label-switched-path PE4-to-P1t010.9.9.2
set protocols mpls label-switched-path PE4-to-P2 t0 10.9.9.3
set protocols mpls interface fe-1/2/0.7
set protocols mpls interface fe-1/2/1.9
set protocols mpls interface fe-1/2/2.10
set protocols mpls interface fe-1/0/2.12
set protocols bgp export next-hop
set protocols bgp export aigp
set protocols bgp group internal type internal
set protocols bgp group internal local-address 10.9.9.4
set protocols bgp group internal family inet labeled-unicast aigp
set protocols bgp group internal neighbor 10.9.9.1
set protocols bgp group internal neighbor 10.9.9.3
set protocols bgp group internal neighbor 10.9.9.2
set protocols bgp group external type external
set protocols bgp group external multihop ttl 2
set protocols bgp group external local-address 10.9.9.4
set protocols bgp group external family inet labeled-unicast aigp
set protocols bgp group external peer-as 7018
set protocols bgp group external neighbor 10.9.9.5
set protocols bgp group external neighbor 10.9.9.6
set protocols ospf area 0.0.0.0 interface fe-1/2/1.9 metric 1
set protocols ospf area 0.0.0.0 interface fe-1/2/0.7 metric 1
set protocols ospf area 0.0.0.0 interface 10.9.9.4 passive
set protocols ospf area 0.0.0.0 interface 10.9.9.4 metric 1
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Device PE1

set protocols ospf area 0.0.0.0 interface 10.100.1.4 passive

set protocols ospf area 0.0.0.0 interface 10.100.1.4 metric 1

set protocols ospf area 0.0.0.2 interface fe-1/2/2.10 metric 1

set protocols ospf area 0.0.0.3 interface fe-1/0/2.12 metric 1

set policy-options policy-statement aigp term 10 from protocol static

set policy-options policy-statement aigp term 10 from route-filter 44.0.0.0/24 exact

set policy-options policy-statement aigp term 10 then aigp-originate distance 200

set policy-options policy-statement aigp term 10 then next-hop 10.100.1.4

set policy-options policy-statement aigp term 10 then accept

set policy-options policy-statement next-hop term 10 from protocol bgp

set policy-options policy-statement next-hop term 10 then next-hop 10.100.1.4

set policy-options policy-statement next-hop term 10 then accept

set policy-options policy-statement next-hop term 20 from protocol direct

set policy-options policy-statement next-hop term 20 from route-filter 10.9.9.4/32 exact

set policy-options policy-statement next-hop term 20 from route-filter 10.100.1.4/32
exact

set policy-options policy-statement next-hop term 20 then next-hop 10.100.1.4

set policy-options policy-statement next-hop term 20 then accept

set routing-options static route 44.0.0.0/24 discard

set routing-options router-id 10.9.9.4

set routing-options autonomous-system 13979

set interfaces fe-1/2/0 unit O description PE1-to-P1

set interfaces fe-1/2/0 unit O family inet address 10.0.0.1/30
set interfaces fe-1/2/0 unit O family mpls

set interfaces fe-1/2/1 unit 2 description PE1-to-P2

set interfaces fe-1/2/1 unit 2 family inet address 10.0.0.5/30
set interfaces fe-1/2/1 unit 2 family mpls

set interfaces fe-1/2/2 unit 14 description PE1-to-PE7

set interfaces fe-1/2/2 unit 14 family inet address 10.0.0.9/30
set interfaces loO unit 1 family inet address 10.9.9.1/32

set interfaces loO unit 1 family inet address 10.100.1.1/32

set protocols rsvp interface fe-172/0.0

set protocols rsvp interface fe-1/2/1.2

set protocols rsvp interface fe-1/2/2.14

set protocols mpls label-switched-path PE1-to-P1to0 10.9.9.2
set protocols mpls label-switched-path PE1-to-P2 t0 10.9.9.3
set protocols mpls interface fe-1/2/0.0

set protocols mpls interface fe-1/2/1.2

set protocols mpls interface fe-1/2/2.14

set protocols bgp group internal type internal

set protocols bgp group internal local-address 10.9.9.1

set protocols bgp group internal family inet labeled-unicast aigp
set protocols bgp group internal export SET_EXPORT_ROUTES
set protocols bgp group internal vpn-apply-export

set protocols bgp group internal neighbor 10.9.9.4

set protocols bgp group internal neighbor 10.9.9.2

set protocols bgp group internal neighbor 10.9.9.3

set protocols bgp group external type external

set protocols bgp group external family inet labeled-unicast aigp
set protocols bgp group external export SET_EXPORT_ROUTES
set protocols bgp group external peer-as 7019

set protocols bgp group external neighbor 10.0.0.10

set protocols ospf area 0.0.0.1 interface fe-1/2/0.0 metric 1

set protocols ospf area 0.0.0.1 interface fe-1/2/1.2 metric 1

set protocols ospf area 0.0.0.1 interface 10.9.9.1 passive
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set protocols ospf area 0.0.0.1 interface 10.9.9.1 metric 1

set protocols ospf area 0.0.0.1 interface 10.100.1.1 passive

set protocols ospf area 0.0.0.1 interface 10.100.1.1 metric 1

set policy-options policy-statement SET_EXPORT_ROUTES term 10 from protocol direct

set policy-options policy-statement SET_EXPORT_ROUTES term 10 from protocol bgp

set policy-options policy-statement SET_EXPORT_ROUTES term 10 then next-hop
10.100.1.1

set policy-options policy-statement SET_EXPORT_ROUTES term 10 then accept

set routing-options router-id 10.9.9.1

set routing-options autonomous-system 13979

Device PE2 set interfaces fe-1/2/0 unit 11 description PE2-to-PE4

set interfaces fe-1/2/0 unit 11 family inet address 10.0.0.22/30

set interfaces fe-1/2/0 unit 11 family mpls

set interfaces loO unit 9 family inet address 10.9.9.5/32 primary

set interfaces loO unit 9 family inet address 10.100.1.5/32

set protocols rsvp interface fe-1/2/0.11

set protocols mpls label-switched-path PE2-to-PE4 to 10.9.9.4

set protocols mpls interface fe-1/2/0.11

set protocols bgp group external type external

set protocols bgp group external multihop ttl 2

set protocols bgp group external local-address 10.9.9.5

set protocols bgp group external family inet labeled-unicast aigp

set protocols bgp group external export next-hop

set protocols bgp group external export aigp

set protocols bgp group external export SET_EXPORT_ROUTES

set protocols bgp group external vpn-apply-export

set protocols bgp group external peer-as 13979

set protocols bgp group external neighbor 10.9.9.4

set protocols ospf area 0.0.0.2 interface 10.9.9.5 passive

set protocols ospf area 0.0.0.2 interface 10.9.9.5 metric 1

set protocols ospf area 0.0.0.2 interface 10.100.1.5 passive

set protocols ospf area 0.0.0.2 interface 10.100.1.5 metric 1

set protocols ospf area 0.0.0.2 interface fe-1/2/0.11 metric 1

set policy-options policy-statement SET_EXPORT_ROUTES term 10 from protocol direct

set policy-options policy-statement SET_EXPORT_ROUTES term 10 from protocol static

set policy-options policy-statement SET_EXPORT_ROUTES term 10 from protocol bgp

set policy-options policy-statement SET_EXPORT_ROUTES term 10 then next-hop
10.100.1.5

set policy-options policy-statement SET_EXPORT_ROUTES term 10 then accept

set policy-options policy-statement aigp term 10 from route-filter 55.0.0.0/24 exact

set policy-options policy-statement aigp term 10 then aigp-originate distance 20

set policy-options policy-statement aigp term 10 then next-hop 10.100.1.5

set policy-options policy-statement aigp term 10 then accept

set policy-options policy-statement aigp term 20 from route-filter 99.0.0.0/24 exact

set policy-options policy-statement aigp term 20 then aigp-originate distance 30

set policy-options policy-statement aigp term 20 then next-hop 10.100.1.5

set policy-options policy-statement aigp term 20 then accept

set policy-options policy-statement next-hop term 10 from protocol bgp

set policy-options policy-statement next-hop term 10 then next-hop 10.100.1.5

set policy-options policy-statement next-hop term 10 then accept

set policy-options policy-statement next-hop term 20 from protocol direct

set policy-options policy-statement next-hop term 20 from route-filter 10.9.9.5/32 exact

set policy-options policy-statement next-hop term 20 from route-filter 10.100.1.5/32
exact

set policy-options policy-statement next-hop term 20 then next-hop 10.100.1.5
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Device PE3

Device PE7

set policy-options policy-statement next-hop term 20 then accept
set routing-options static route 99.0.0.0/24 discard

set routing-options static route 55.0.0.0/24 discard

set routing-options router-id 10.9.9.5

set routing-options autonomous-system 7018

set interfaces fe-1/2/0 unit 13 description PE3-to-PE4

set interfaces fe-1/2/0 unit 13 family inet address 10.0.0.26/30

set interfaces fe-1/2/0 unit 13 family mpls

set interfaces loO unit 11 family inet address 10.9.9.6/32

set interfaces loO unit 11 family inet address 10.100.1.6/32

set protocols rsvp interface fe-1/2/0.13

set protocols mpls label-switched-path PE3-to-PE4 t0 10.9.9.4

set protocols mpls interface fe-1/2/0.13

set protocols bgp group external type external

set protocols bgp group external multihop ttl 2

set protocols bgp group external local-address 10.9.9.6

set protocols bgp group external family inet labeled-unicast aigp

set protocols bgp group external export next-hop

set protocols bgp group external export SET_EXPORT_ROUTES

set protocols bgp group external vpn-apply-export

set protocols bgp group external peer-as 13979

set protocols bgp group external neighbor 10.9.9.4

set protocols ospf area 0.0.0.3 interface 10.9.9.6 passive

set protocols ospf area 0.0.0.3 interface 10.9.9.6 metric 1

set protocols ospf area 0.0.0.3 interface 10.100.1.6 passive

set protocols ospf area 0.0.0.3 interface 10.100.1.6 metric 1

set protocols ospf area 0.0.0.3 interface fe-1/2/0.13 metric 1

set policy-options policy-statement SET_EXPORT_ROUTES term 10 from protocol direct

set policy-options policy-statement SET_EXPORT_ROUTES term 10 from protocol static

set policy-options policy-statement SET_EXPORT_ROUTES term 10 from protocol bgp

set policy-options policy-statement SET_EXPORT_ROUTES term 10 then next-hop
10.100.1.6

set policy-options policy-statement SET_EXPORT_ROUTES term 10 then accept

set policy-options policy-statement next-hop term 10 from protocol bgp

set policy-options policy-statement next-hop term 10 then next-hop 10.100.1.6

set policy-options policy-statement next-hop term 10 then accept

set policy-options policy-statement next-hop term 20 from protocol direct

set policy-options policy-statement next-hop term 20 from route-filter 10.9.9.6/32 exact

set policy-options policy-statement next-hop term 20 from route-filter 10.100.1.6/32
exact

set policy-options policy-statement next-hop term 20 then next-hop 10.100.1.6

set policy-options policy-statement next-hop term 20 then accept

set routing-options router-id 10.9.9.6

set routing-options autonomous-system 7018

set interfaces fe-1/2/0 unit 15 description PE7-to-PE]1

set interfaces fe-1/2/0 unit 15 family inet address 10.0.0.10/30
set interfaces loO unit 13 family inet address 10.9.9.7/32

set interfaces loO unit 13 family inet address 10.100.1.7/32

set protocols bgp group external type external

set protocols bgp group external family inet labeled-unicast aigp
set protocols bgp group external export SET_EXPORT_ROUTES
set protocols bgp group external peer-as 13979

set protocols bgp group external neighbor 10.0.0.9
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set policy-options policy-statement SET_EXPORT_ROUTES term 10 from protocol direct
set policy-options policy-statement SET_EXPORT_ROUTES term 10 from protocol bgp

set policy-options policy-statement SET_EXPORT_ROUTES term 10 then next-hop

10.100.1.7

set policy-options policy-statement SET_EXPORT_ROUTES term 10 then accept

set routing-options router-id 10.9.9.7
set routing-options autonomous-system 7019

Configuring Device P1

Step-by-Step  The following example requires you to navigate various levels in the configuration

Procedure hierarchy. Forinformation about navigating the CLI, see Using the CL| Editor in Configuration

Mode in the CL/ User Guide.
To configure Device P1:

1. Configure the interfaces.

[edit interfaces]

user@P1# set fe-1/2/0 unit 1 description P1-to-PE]1

user@P1# set fe-1/2/0 unit 1 family inet address 10.0.0.2/30
user@P1# set fe-1/2/0 unit 1 family mpls

user@P1# set fe-1/2/1 unit 4 description P1-to-P2

user@P1# set fe-1/2/1 unit 4 family inet address 10.0.0.29/30
user@P1# set fe-1/2/1 unit 4 family mpls

user@P1# set fe-1/2/2 unit 8 description P1-to-PE4
user@P1# set fe-1/2/2 unit 8 family inet address 10.0.0.17/30
user@P1# set fe-1/2/2 unit 8 family mpls

user@P1# set loO unit 3 family inet address 10.9.9.2/32
user@P1# set loO unit 3 family inet address 10.100.1.2/32

Configure MPLS and a signaling protocol, such as RSVP or LDP.

[edit protocols]

user@P1# set rsvp interface fe-1/2/0.1

user@P1# set rsvp interface fe-1/2/2.8

user@P1# set rsvp interface fe-1/2/1.4

user@P1# set mpls label-switched-path P1-to-P2 to0 10.9.9.3
user@P1# set mpls label-switched-path P1-to-PE1to0 10.9.9.1
user@P1# set mpls label-switched-path P1-to-PE4 t0 10.9.9.4
user@P1# set mpls interface fe-172/0.1

user@P1# set mpls interface fe-1/2/2.8

user@P1# set mpls interface fe-1/2/1.4

Configure BGP.

[edit protocols bgp group internal]
user@P1# set type internal
user@P1# set local-address 10.9.9.2
user@P1# set neighbor 10.9.9.1
user@P1# set neighbor 10.9.9.3
user@P1# set neighbor 10.9.9.4

Enable AIGP.

[edit protocols bgp group internal]
user@P1# set family inet labeled-unicast aigp
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Results

5. Configure an IGP, such as OSPF, RIP, or IS-IS.

[edit protocols ospf]

user@P1# set area 0.0.0.1 interface fe-1/2/0.1 metric 1
user@P1# set area 0.0.0.1 interface fe-1/2/1.4 metric 1
user@P1# set area 0.0.0.0 interface fe-1/2/2.8 metric 1
user@P1# set area 0.0.0.0 interface 10.9.9.2 passive
user@P1# set area 0.0.0.0 interface 10.9.9.2 metric 1
user@P1# set area 0.0.0.0 interface 10.100.1.2 passive
user@P1# set area 0.0.0.0 interface 10.100.1.2 metric 1

6.  Configure the router ID and the autonomous system number.

[edit routing-options]

user@P1# set router-id 10.9.9.2
user@P1# set autonomous-system 13979

7. If you are done configuring the device, commit the configuration.

user@P1# commit

From configuration mode, confirm your configuration by entering the show interfaces,
show protocols, and show routing-options commands. If the output does not display the
intended configuration, repeat the instructions in this example to correct the configuration.

user@P1# show interfaces
fe-1/2/0 {
unit1{
description P1-to-PET;
family inet {
address 10.0.0.2/30;
1
family mpls;
1
}
fe-1/2/1{
unit 4 {
description P1-to-P2;
family inet {
address 10.0.0.29/30;
}
family mpls;
1
1
fe-1/2/2 {
unit 8 {
description P1-to-PE4;
family inet {
address 10.0.0.17/30;
1
family mpls;
1
}
lo0 {
unit3{
family inet {
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address 10.9.9.2/32;
address 10.100.1.2/32;
}
1
}

user@P1# show protocols
rsvp {
interface fe-1/2/0.1;
interface fe-1/2/2.8;
interface fe-1/2/1.4;
}
mpls {
label-switched-path P1-to-P2 {
t010.9.9.3;
1
label-switched-path P1-to-PE1 {
t010.9.9.1;
1
label-switched-path P1-to-PE4 {
t010.9.9.4;
1
interface fe-1/2/0.1;
interface fe-1/2/2.8;
interface fe-1/2/1.4;
1
bgp {
group internal {
type internal,
local-address 10.9.9.2;
family inet {
labeled-unicast {
aigp;
}

}
neighbor 10.9.9.1;

neighbor 10.9.9.3;
neighbor 10.9.9.4;
1
}
ospf {
area 0.0.0.1{
interface fe-1/2/0.1 {
metric 1;
}
interface fe-1/2/1.4 {
metric 1;
}

1
area 0.0.0.0 {

interface fe-1/2/2.8 {
metric 1;

}

interface 10.9.9.2 {
passive;
metric 1;
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}
interface 10.100.1.2 {
passive;
metric 1;
}
1
1

user@P1# show routing-options
router-id 10.9.9.2;
autonomous-system 13979;

Configuring Device P2

Step-by-Step The following example requires you to navigate various levels in the configuration
Procedure hierarchy. Forinformation about navigating the CLI, see Using the CLI Editor in Configuration
Mode in the CLI User Guide.

To configure Device P2:

1. Configure the interfaces.

[edit interfaces]

user@P2# set fe-1/2/0 unit 3 description P2-to-PE1
user@P2# set fe-1/2/0 unit 3 family inet address 10.0.0.6/30
user@P2# set fe-1/2/0 unit 3 family mpls

user@P2# set fe-1/2/1 unit 5 description P2-to-P1

user@P2# set fe-1/2/1 unit 5 family inet address 10.0.0.30/30
user@P2# set fe-1/2/1 unit 5 family mpls

user@P2# set fe-1/2/2 unit 6 description P2-to-PE4
user@P2# set fe-1/2/2 unit 6 family inet address 10.0.0.13/30
user@P2# set fe-1/2/2 unit 6 family mpls

user@P2# set loO unit 5 family inet address 10.9.9.3/32
user@P2# set loO unit 5 family inet address 10.100.1.3/32

2. Configure MPLS and a signaling protocol, such as RSVP or LDP.

[edit protocols]

user@P2# set rsvp interface fe-1/2/1.5

user@P2# set rsvp interface fe-1/2/2.6

user@P2# set rsvp interface fe-1/2/0.3

user@P2# set mpls label-switched-path P2-to-PE1to0 10.9.9.1
user@P2# set mpls label-switched-path P2-to-P1t0 10.9.9.2
user@P2# set mpls label-switched-path P2-to-PE4 t0 10.9.9.4
user@P2# set mpls interface fe-1/2/1.5

user@P2# set mpls interface fe-1/2/2.6

user@P2# set mpls interface fe-1/2/0.3

3.  Configure BGP.

[edit protocols bgp group internal]
user@P2# set type internal
user@P2# set local-address 10.9.9.3
user@P2# set neighbor 10.9.9.1
user@P2# set neighbor 10.9.9.2
user@P2# set neighbor 10.9.9.4
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4, Enable AIGP.

[edit protocols bgp group internal]
user@P2# set family inet labeled-unicast aigp

5. Configure an IGP, such as OSPF, RIP, or IS-IS.

[edit protocols ospf]

user@P2# set area 0.0.0.0 interface fe-1/2/2.6 metric 1
user@P2# set area 0.0.0.0 interface 10.9.9.3 passive
user@P2# set area 0.0.0.0 interface 10.9.9.3 metric 1
user@P2# set area 0.0.0.0 interface 10.100.1.3 passive
user@P2# set area 0.0.0.0 interface 10.100.1.3 metric 1

6.  Configure the router ID and the autonomous system number.

[edit routing-options]
user@P2# set router-id 10.9.9.3
user@P2# set autonomous-system 13979

7. If you are done configuring the device, commit the configuration.

user@P2# commit

Results From configuration mode, confirm your configuration by entering the show interfaces,
show protocols, and show routing-options commands. If the output does not display the
intended configuration, repeat the instructions in this example to correct the configuration.

user@P2# show interfaces
fe-1/2/0 {
unit3 {
description P2-to-PET;
family inet {
address 10.0.0.6/30;
}
family mpls;
1
1
fe-1/2/1{
unit5{
description P2-to-PT,
family inet {
address 10.0.0.30/30;
}
family mpls;
1
}
fe-1/2/2 {
unit 6 {
description P2-to-PE4;
family inet {
address 10.0.0.13/30;
}
family mpls;
1
1
loO {
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unit5{
family inet {
address 10.9.9.3/32;
address 10.100.1.3/32;
}
1
1

user@P2# show protocols
rsvp {
interface fe-1/2/1.5;
interface fe-1/2/2.6;
interface fe-1/2/0.3;
1
mpls {
label-switched-path P2-to-PE1 {
t010.9.9.1;
1
label-switched-path P2-to-P1 {
t010.9.9.2;
1
label-switched-path P2-to-PE4 {
t010.9.9.4,;
1
interface fe-1/2/1.5;
interface fe-1/2/2.6;
interface fe-1/2/0.3;
}
bgp {
group internal {
type internal;
local-address 10.9.9.3;
family inet {
labeled-unicast {
aigp;
}

}
neighbor 10.9.9.1;

neighbor 10.9.9.2;
neighbor 10.9.9.4;
1
}
ospf {
area 0.0.0.0 {
interface fe-1/2/2.6 {
metric 1;
}
interface 10.9.9.3 {
passive;
metric 1;
}
interface 10.100.1.3 {
passive;
metric 1;
}
1
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}

user@P2# show routing-options
router-id 10.9.9.3;
autonomous-system 13979;

Configuring Device PE4

Step-by-Step The following example requires you to navigate various levels in the configuration

Procedure hierarchy. Forinformation about navigating the CLI, see Using the CLI Editor in Configuration
Mode in the CLI User Guide.

To configure Device PE4:

1. Configure the interfaces.

[edit interfaces]

user@PE4# set fe-1/2/0 unit 7 description PE4-to-P2
user@PE4+# set fe-1/2/0 unit 7 family inet address 10.0.0.14/30
user@PE4# set fe-1/2/0 unit 7 family mpls

user@PE4# set fe-1/2/1 unit 9 description PE4-to-P1
user@PE4# set fe-1/2/1 unit 9 family inet address 10.0.0.18/30
user@PE4# set fe-1/2/1 unit 9 family mpls

user@PE4# set fe-1/2/2 unit 10 description PE4-to-PE2
user@PE4+# set fe-1/2/2 unit 10 family inet address 10.0.0.21/30
user@PE4+# set fe-1/2/2 unit 10 family mpls

user@PE4# set fe-1/0/2 unit 12 description PE4-to-PE3
user@PE4# set fe-1/0/2 unit 12 family inet address 10.0.0.25/30
user@PE4# set fe-1/0/2 unit 12 family mpls

user@PE4# set loO unit 7 family inet address 10.9.9.4/32
user@PE4+# set loO unit 7 family inet address 10.100.1.4/32

2. Configure MPLS and a signaling protocol, such as RSVP or LDP.

[edit protocols]

user@PE4# set rsvp interface fe-1/2/0.7

user@PE4# set rsvp interface fe-1/2/1.9

user@PE4# set rsvp interface fe-1/2/2.10

user@PE4# set rsvp interface fe-1/0/2.12

user@PE4# set mpls label-switched-path PE4-to-PE2 to 10.9.9.5
user@PE4# set mpls label-switched-path PE4-to-PE3 t0 10.9.9.6
user@PE4# set mpls label-switched-path PE4-to-P1to0 10.9.9.2
user@PE4# set mpls label-switched-path PE4-to-P2 t0 10.9.9.3
user@PE4+# set mpls interface fe-1/2/0.7

user@PE4+# set mpls interface fe-1/2/1.9

user@PE4+# set mpls interface fe-1/2/2.10

user@PE4# set mpls interface fe-1/0/2.12

3.  Configure BGP.

[edit protocols bgp]

user@PE4# set export next-hop

user@PE4# set export aigp

user@PE4# set group internal type internal
user@PE4+# set group internal local-address 10.9.9.4
user@PE4# set group internal neighbor 10.9.9.1
user@PE4# set group internal neighbor 10.9.9.3

Copyright © 2013, Juniper Networks, Inc.

151



BGP Feature Guide for Routing Devices

user@PE4# set group internal neighbor 10.9.9.2
user@PE4+# set group external type external
user@PE4# set group external multihop ttl 2
user@PE4# set group external local-address 10.9.9.4
user@PE4# set group external peer-as 7018
user@PE4# set group external neighbor 10.9.9.5
user@PE4# set group external neighbor 10.9.9.6

4, Enable AIGP.

[edit protocols bgp]
user@PE4# set group external family inet labeled-unicast aigp
user@PE4# set group internal family inet labeled-unicast aigp

5.  Originate a prefix, and configure an AIGP distance.

By default, a prefix is originated using the current IGP distance. Optionally, you can
configure a distance for the AIGP attribute, using the distance option, as shown
here.

[edit policy-options policy-statement aigp term 10]
user@PE4+# set from protocol static

user@PE4# set from route-filter 44.0.0.0/24 exact
user@PE4# set then aigp-originate distance 200
user@PE4# set then next-hop 10.100.1.4
user@PE4# set then accept

6. Enable the policies.

[edit policy-options policy-statement next-hop]

user@PE4# set term 10 from protocol bgp

user@PE4# set term 10 then next-hop 10.100.1.4
user@PE4# set term 10 then accept

user@PE4# set term 20 from protocol direct

user@PE4# set term 20 from route-filter 10.9.9.4/32 exact
user@PE4# set term 20 from route-filter 10.100.1.4/32 exact
user@PE4# set term 20 then next-hop 10.100.1.4
user@PE4# set term 20 then accept

7. Configure a static route.

[edit routing-options]
user@PE4# set static route 44.0.0.0/24 discard

8. Configure an IGP, such as OSPF, RIP, or IS-IS.

[edit protocols ospf]

user@PE4# set area 0.0.0.0 interface fe-1/2/1.9 metric 1
user@PE4# set area 0.0.0.0 interface fe-1/2/0.7 metric 1
user@PE4+# set area 0.0.0.0 interface 10.9.9.4 passive
user@PE4+# set area 0.0.0.0 interface 10.9.9.4 metric 1
user@PE4+# set area 0.0.0.0 interface 10.100.1.4 passive
user@PE4# set area 0.0.0.0 interface 10.100.1.4 metric 1
user@PE4# set area 0.0.0.2 interface fe-1/2/2.10 metric 1
user@PE4# set area 0.0.0.3 interface fe-1/0/2.12 metric 1

9.  Configure the router ID and the autonomous system number.

[edit routing-options]
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user@PE4# set router-id 10.9.9.4
user@PE4# set autonomous-system 13979

10. If you are done configuring the device, commit the configuration.

user@PE4# commit

Results From configuration mode, confirm your configuration by entering the show interfaces,
show policy-options, show protocols, and show routing-options commands. If the output
does not display the intended configuration, repeat the instructions in this example to
correct the configuration.

user@PE4+# show interfaces
fe-1/0/2 {
unit12 {
description PE4-to-PE3;
family inet {
address 10.0.0.25/30;
}
family mpls;
1
1
fe-1/2/0 {
unit7{
description PE4-to-P2;
family inet {
address 10.0.0.14/30;
}
family mpls;
1
}
fe-1/2/1{
unit9 {
description PE4-to-PT;
family inet {
address 10.0.0.18/30;
}
family mpls;
1
1
fe-1/2/2 {
unit10 {
description PE4-to-PE2;
family inet {
address 10.0.0.21/30;
}
family mpls;
1
}
lo0 {
unit7{
family inet {
address 10.9.9.4/32;
address 10.100.1.4/32;
}
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}
}

user@PE4# show policy-options
policy-statement aigp {
term10 {
from {
protocol static;
route-filter 44.0.0.0/24 exact;
}
then {
aigp-originate distance 200;
next-hop 10.100.1.4;
accept;
}
1
}
policy-statement next-hop {
term 10 {
from protocol bgp;
then {
next-hop 10.100.1.4;
accept;
}
1
term 20 {
from {
protocol direct;
route-filter 10.9.9.4/32 exact;
route-filter 10.100.1.4/32 exact;
}
then {
next-hop 10.100.1.4;
accept;
}
1
1

user@PE4# show protocols
rsvp {
interface fe-1/2/0.7;
interface fe-1/2/1.9;
interface fe-1/2/2.10;
interface fe-1/0/2.12;
1
mpls {
label-switched-path PE4-to-PE2 {
t010.9.9.5;
1
label-switched-path PE4-to-PE3 {
t010.9.9.6;
1
label-switched-path PE4-to-P1 {
t010.9.9.2;
1
label-switched-path PE4-to-P2 {
t010.9.9.3;
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1
interface fe-1/2/0.7;
interface fe-1/2/1.9;
interface fe-1/2/2.10;
interface fe-1/0/2.12;
1
bgp {
export [ next-hop aigp 1;
group internal {
type internal,
local-address 10.9.9.4;
family inet {
labeled-unicast {
aigp;
}
}
neighbor 10.9.9.1;
neighbor 10.9.9.3;
neighbor 10.9.9.2;
1
group external {
type external;
multihop {
ttl 2;
}
local-address 10.9.9.4;
family inet {
labeled-unicast {
aigp;
1
}
peer-as 7018;
neighbor 10.9.9.5;
neighbor 10.9.9.6;
1
1
ospf {
area 0.0.0.0 {
interface fe-1/2/1.9 {
metric 1;
}
interface fe-1/2/0.7 {
metric 1;
}
interface 10.9.9.4 {
passive;
metric 1;
}
interface 10.100.1.4 {
passive;
metric 1;
}
1
area 0.0.0.2{
interface fe-1/2/2.10 {
metric 1;
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}

1

area 0.0.0.3 {
interface fe-1/0/2.12 {

metric 1;

}

1

1

user@PE4# show routing-options
static {

route 44.0.0.0/24 discard;
1
router-id 10.9.9.4;
autonomous-system 13979;

Configuring Device PET

Step-by-Step  The following example requires you to navigate various levels in the configuration
Procedure hierarchy. Forinformation about navigating the CLI, see Using the CL| Editor in Configuration

Mode in the CLI/ User Guide.

To configure Device PET:

1.

2.

3.

Configure the interfaces.

[edit interfaces]

user@PET# set fe-1/2/0 unit O description PE1-to-P1
user@PET# set fe-1/2/0 unit O family inet address 10.0.0.1/30
user@PET# set fe-1/2/0 unit O family mpls

user@PET# set fe-1/2/1 unit 2 description PE1-to-P2
user@PET# set fe-1/2/1 unit 2 family inet address 10.0.0.5/30
user@PET# set fe-1/2/1 unit 2 family mpls

user@PET# set fe-1/2/2 unit 14 description PE1-to-PE7
user@PET# set fe-1/2/2 unit 14 family inet address 10.0.0.9/30
user@PET# set loO unit 1 family inet address 10.9.9.1/32
user@PET# set loO unit 1 family inet address 10.100.1.1/32

Configure MPLS and a signaling protocol, such as RSVP or LDP.

[edit protocols]

user@PE1# set rsvp interface fe-1/2/0.0

user@PET# set rsvp interface fe-1/2/1.2

user@PET# set rsvp interface fe-1/2/2.14

user@PET# set mpls label-switched-path PE1-to-P1t0 10.9.9.2
user@PET# set mpls label-switched-path PE1-to-P2 t0 10.9.9.3
user@PET# set mpls interface fe-1/2/0.0

user@PE1# set mpls interface fe-1/2/1.2

user@PET# set mpls interface fe-1/2/2.14

Configure BGP.

[edit protocols bgp]

user@PET# set group internal type internal

user@PET# set group internal local-address 10.9.9.1
user@PET# set group internal export SET_EXPORT_ROUTES
user@PET# set group internal vpn-apply-export
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user@PET# set group internal neighbor 10.9.9.4

user@PET# set group internal neighbor 10.9.9.2

user@PET# set group internal neighbor 10.9.9.3

user@PET# set group external type external

user@PET# set group external export SET_EXPORT_ROUTES
user@PE# set group external peer-as 7019

user@PET# set group external neighbor 10.0.0.10

4, Enable AIGP.

[edit protocols bgp]
user@PET# set group internal family inet labeled-unicast aigp
user@PET# set group external family inet labeled-unicast aigp

5. Enable the policies.

[edit policy-options policy-statement SET_EXPORT_ROUTES term 10]
user@PET# set from protocol direct

user@PE1# set from protocol bgp

user@PE1# set then next-hop 10.100.1.1

user@PE1# set then accept

6. Configure an IGP, such as OSPF, RIP, or IS-IS.

[edit protocols ospf area 0.0.0.1]
user@PET# set interface fe-1/2/0.0 metric 1
user@PET# set interface fe-1/2/1.2 metric 1
user@PET# set interface 10.9.9.1 passive
user@PET# set interface 10.9.9.1 metric 1
user@PET# set interface 10.100.1.1 passive
user@PET# set interface 10.100.1.1 metric 1

7. Configure the router ID and the autonomous system number.

[edit routing-options]
user@PE1# set router-id 10.9.9.1
user@PE1# set autonomous-system 13979

8. If you are done configuring the device, commit the configuration.

user@PE1# commit

Results From configuration mode, confirm your configuration by entering the show interfaces,
show policy-options, show protocols, and show routing-options commands. If the output
does not display the intended configuration, repeat the instructions in this example to
correct the configuration.

user@PET# show interfaces
fe-1/2/0 {
unit 0 {
description PE1-to-PT;
family inet {
address 10.0.0.1/30;
}
family mpls;
1

1
fe-1/2/11
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unit 2 {
description PE1-to-P2;
family inet {
address 10.0.0.5/30;
}
family mpls;
1
1
fe-1/2/2 {
unit14 {
description PE1-to-PE7;
family inet {
address 10.0.0.9/30;
}
1
}
lo0 {
unit1{
family inet {
address 10.9.9.1/32;
address 10.100.1.1/32;
}
1
1

user@PET# show policy-options
policy-statement SET_EXPORT_ROUTES {
term10 {
from protocol [ direct bgp ];
then {
next-hop 10.100.1.1;
accept;
}
1
}

user@PET# show protocols
rsvp {
interface fe-1/2/0.0;
interface fe-1/2/1.2;
interface fe-1/2/2.14;
}
mpls {
label-switched-path PEI1-to-P1 {
t010.9.9.2;
1
label-switched-path PEI1-to-P2 {
t010.9.9.3;
1
interface fe-1/2/0.0;
interface fe-1/2/1.2;
interface fe-1/2/2.14;
}
bgp {
group internal {
type internal,
local-address 10.9.9.1;
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family inet {
labeled-unicast {
aigp;
}
}
export SET_EXPORT_ROUTES;
vpn-apply-export;
neighbor 10.9.9.4;
neighbor 10.9.9.2;
neighbor 10.9.9.3;
1
group external {
type external;
family inet {
labeled-unicast {
aigp;
}
}
export SET_EXPORT_ROUTES;
peer-as 7019;
neighbor 10.0.0.10;
1
}
ospf {
area 0.0.0.14
interface fe-1/2/0.0 {
metric 1;
}
interface fe-1/2/1.2 {
metric 1;
}
interface 10.9.9.1 {
passive;
metric 1;
}
interface 10.100.1.1 {
passive;
metric 1;
}
1
}

user@PET# show routing-options
router-id 10.9.9.1;
autonomous-system 13979;
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Step-by-Step
Procedure

Configuring Device PE2

The following example requires you to navigate various levels in the configuration
hierarchy. For information about navigating the CLI, see Using the CLI Editor in Configuration
Mode in the CL/ User Guide.

To configure Device PE2:

1. Configure the interfaces.

[edit interfaces]

user@PE2# set fe-1/2/0 unit 11 description PE2-to-PE4
user@PE2# set fe-1/2/0 unit 11 family inet address 10.0.0.22/30
user@PE2# set fe-1/2/0 unit 11 family mpls

user@PE2# set o0 unit 9 family inet address 10.9.9.5/32 primary
user@PE2# set lo0 unit 9 family inet address 10.100.1.5/32

2. Configure MPLS and a signaling protocol, such as RSVP or LDP.

[edit protocols]

user@PE2# set rsvp interface fe-1/2/0.11

user@PE2# set mpls label-switched-path PE2-to-PE4 t0 10.9.9.4
user@PE2# set mpls interface fe-1/2/0.11

3. Configure BGP.

[edit protocols bgp]

user@PE2# set group external type external

user@PE2# set group external multihop ttl 2

user@PE2# set group external local-address 10.9.9.5
user@PE2# set group external export next-hop

user@PE2# set group external export aigp

user@PE2# set group external export SET_EXPORT_ROUTES
user@PE2# set group external vpn-apply-export

user@PE2# set group external peer-as 13979

user@PE2# set group external neighbor 10.9.9.4

4, Enable AIGP.

[edit protocols bgp]
user@PE2# set group external family inet labeled-unicast aigp

5. Originate a prefix, and configure an AIGP distance.

By default, a prefix is originated using the current IGP distance. Optionally, you can
configure a distance for the AIGP attribute, using the distance option, as shown
here.

[edit policy-options policy-statement aigp]

user@PE2# set term 10 from route-filter 55.0.0.0/24 exact
user@PE2# set term 10 then aigp-originate distance 20
user@PE2# set term 10 then next-hop 10.100.1.5
user@PE2# set term 10 then accept

user@PE2# set term 20 from route-filter 99.0.0.0/24 exact
user@PE2# set term 20 then aigp-originate distance 30
user@PE2# set term 20 then next-hop 10.100.1.5
user@PE2# set term 20 then accept
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6. Enable the policies.

[edit policy-options]

user@PE2# set policy-statement SET_EXPORT_ROUTES term 10 from protocol
direct

user@PE2# set policy-statement SET_EXPORT_ROUTES term 10 from protocol
static

user@PE2# set policy-statement SET_EXPORT_ROUTES term 10 from protocol
bgp

user@PE2# set policy-statement SET_EXPORT_ROUTES term 10 then next-hop
10.100.1.5

user@PE2# set policy-statement SET_EXPORT_ROUTES term 10 then accept

user@PE2# set policy-statement next-hop term 10 from protocol bgp

user@PE2# set policy-statement next-hop term 10 then next-hop 10.100.1.5

user@PE2# set policy-statement next-hop term 10 then accept

user@PE2# set policy-statement next-hop term 20 from protocol direct

user@PE2# set policy-statement next-hop term 20 from route-filter 10.9.9.5/32
exact

user@PE2# set policy-statement next-hop term 20 from route-filter 10.100.1.5/32
exact

user@PE2# set policy-statement next-hop term 20 then next-hop 10.100.1.5

user@PE2# set policy-statement next-hop term 20 then accept

7. Enable some static routes.

[edit routing-options]
user@PE2# set static route 99.0.0.0/24 discard
user@PE2# set static route 55.0.0.0/24 discard

8. Configure an IGP, such as OSPF, RIP, or IS-IS.

[edit protocols ospf area 0.0.0.2]
user@PE2# set interface 10.9.9.5 passive
user@PE2# set interface 10.9.9.5 metric 1
user@PE2# set interface 10.100.1.5 passive
user@PE2# set interface 10.100.1.5 metric 1
user@PE2# set interface fe-1/2/0.11 metric 1

9. Configure the router ID and the autonomous system number.

[edit routing-options]
user@PE2# set router-id 10.9.9.5
user@PE2# set autonomous-system 7018

10. If you are done configuring the device, commit the configuration.

user@PE2# commit

Results From configuration mode, confirm your configuration by entering the show interfaces,
show policy-options, show protocols, and show routing-options commands. If the output
does not display the intended configuration, repeat the instructions in this example to
correct the configuration.

user@PE2# show interfaces
fe-1/2/0 {
unit11{

description PE2-to-PE4;
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family inet {
address 10.0.0.22/30;
}
family mpls;
1
1
loO {
unit9 {
family inet {
address 10.9.9.5/32 {
primary;
1
address 10.100.1.5/32;
}
1
}

user@PE2# show policy-options
policy-statement SET_EXPORT_ROUTES {
term10 {
from protocol [ direct static bgp 1;
then {
next-hop 10.100.1.5;
accept;
}
1
1
policy-statement aigp {
term 10 {
from {
route-filter 55.0.0.0/24 exact;
}
then {
aigp-originate distance 20;
next-hop 10.100.1.5;
accept;
}
1
term 20 {
from {
route-filter 99.0.0.0/24 exact;
}
then {
aigp-originate distance 30;
next-hop 10.100.1.5;
accept;
}
1
1
policy-statement next-hop {
term10 {
from protocol bgp;
then {
next-hop 10.100.1.5;
accept;

}
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1
term 20 {
from {
protocol direct;
route-filter 10.9.9.5/32 exact;
route-filter 10.100.1.5/32 exact;
}
then {
next-hop 10.100.1.5;
accept;
}
1
1

user@PE2# show protocols
rsvp {
interface fe-1/2/0.17;
}
mpls {
label-switched-path PE2-to-PE4 {
t010.9.9.4;
1
interface fe-1/2/0.17;
}
bgp {
group external {
type external;
multihop {
ttl 2;
}
local-address 10.9.9.5;
family inet {
labeled-unicast {
aigp;
}
}
export [ next-hop aigp SET_EXPORT_ROUTES [;
vpn-apply-export;
peer-as 13979;
neighbor 10.9.9.4;
1
}
ospf {
area 0.0.0.2{
interface 10.9.9.5 {
passive;
metric 1;
}
interface 10.100.1.5 {
passive;
metric 1;
}
interface fe-1/2/0.11 {
metric 1;
}
1

Copyright © 2013, Juniper Networks, Inc.

163



BGP Feature Guide for Routing Devices

}

user@PE2# show routing-options
static {

route 99.0.0.0/24 discard;

route 55.0.0.0/24 discard;
1
router-id 10.9.9.5;
autonomous-system 7018;

Configuring Device PE3

Step-by-Step  The following example requires you to navigate various levels in the configuration
Procedure hierarchy. Forinformation about navigating the CLI, see Using the CL| Editor in Configuration
Mode in the CLI/ User Guide.

To configure Device PE3:

1. Configure the interfaces.

[edit interfaces]

user@PE3# set fe-1/2/0 unit 13 description PE3-to-PE4
user@PE3# set fe-1/2/0 unit 13 family inet address 10.0.0.26/30
user@PE3# set fe-1/2/0 unit 13 family mpls

user@PE3# set lo0 unit 11 family inet address 10.9.9.6/32
user@PE3# set lo0 unit 11 family inet address 10.100.1.6/32

2. Configure MPLS and a signaling protocol, such as RSVP or LDP.

[edit protocols]

user@PE3# set rsvp interface fe-1/2/0.13

user@PE3# set mpls label-switched-path PE3-to-PE4 t0 10.9.9.4
user@PE3# set mpls interface fe-1/2/0.13

3. Configure BGP.

[edit protocols bgp group external]
user@PE3# set type external

user@PE3# set multihop ttl 2

user@PE3# set local-address 10.9.9.6
user@PE3# set export next-hop

user@PE3# set export SET_EXPORT_ROUTES
user@PE3# set vpn-apply-export

user@PE3# set peer-as 13979

user@PE3# set neighbor 10.9.9.4

4, Enable AIGP.

[edit protocols bgp group external]
user@PE3# set family inet labeled-unicast aigp

5. Enable the policies.

[edit policy-options]

user@PE3# set policy-statement SET_EXPORT_ROUTES term 10 from protocol
direct

user@PE3# set policy-statement SET_EXPORT_ROUTES term 10 from protocol
static
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user@PE3# set policy-statement SET_EXPORT_ROUTES term 10 from protocol
bgp

user@PE3# set policy-statement SET_EXPORT_ROUTES term 10 then next-hop
10.100.1.6

user@PE3# set policy-statement SET_EXPORT_ROUTES term 10 then accept

user@PE3# set policy-statement next-hop term 10 from protocol bgp

user@PE3# set policy-statement next-hop term 10 then next-hop 10.100.1.6

user@PE3# set policy-statement next-hop term 10 then accept

user@PE3# set policy-statement next-hop term 20 from protocol direct

user@PE3# set policy-statement next-hop term 20 from route-filter 10.9.9.6/32
exact

user@PE3# set policy-statement next-hop term 20 from route-filter 10.100.1.6/32
exact

user@PE3# set policy-statement next-hop term 20 then next-hop 10.100.1.6

user@PE3# set policy-statement next-hop term 20 then accept

6. Configure an IGP, such as OSPF, RIP, or IS-IS.

[edit protocols ospf area 0.0.0.3]
user@PE3# set interface 10.9.9.6 passive
user@PE3# set interface 10.9.9.6 metric 1
user@PE3# set interface 10.100.1.6 passive
user@PE3# set interface 10.100.1.6 metric 1
user@PE3# set interface fe-1/2/0.13 metric 1

7 Configure the router ID and the autonomous system number.

[edit routing-options]
user@PE3# set router-id 10.9.9.6
user@PE3# set autonomous-system 7018

8. If you are done configuring the device, commit the configuration.

user@PE3# commit

Results From configuration mode, confirm your configuration by entering the show interfaces,
show policy-options, show protocols, and show routing-options commands. If the output
does not display the intended configuration, repeat the instructions in this example to
correct the configuration.

user@PE3# show interfaces
fe-1/2/0 {
unit13 {
description PE3-to-PE4;
family inet {
address 10.0.0.26/30;
}
family mpls;
1
}
lo0 {
unit 11 {
family inet {
address 10.9.9.6/32;
address 10.100.1.6/32;
}
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}
}

user@PE3# show policy-options
policy-statement SET_EXPORT_ROUTES {
term10 {
from protocol [ direct static bgp ];
then {
next-hop 10.100.1.6;
accept;
}
1
1
policy-statement next-hop {
term10{
from protocol bgp;
then {
next-hop 10.100.1.6;
accept;
}
1
term 20 {
from {
protocol direct;
route-filter 10.9.9.6/32 exact;
route-filter 10.100.1.6/32 exact;
}
then {
next-hop 10.100.1.6;
accept;
}
1
1

user@PE3# show protocols
rsvp {
interface fe-1/2/0.13;
1
mpls {
label-switched-path PE3-to-PE4 {
t010.9.9.4;
1
interface fe-1/2/0.13;
1
bgp {
group external {
type external;
multihop {
ttl 2;
}
local-address 10.9.9.6;
family inet {
labeled-unicast {
aigp;
}

}
export [ next-hop SET_EXPORT_ROUTES ];
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vpn-apply-export;
peer-as 13979;
neighbor 10.9.9.4;
1
}
ospf {
area 0.0.0.3{
interface 10.9.9.6 {
passive;
metric 1;
}
interface 10.100.1.6 {
passive;
metric 1;
}
interface fe-1/2/0.13 {
metric 1;
}
1
1

user@PE3# show routing-options
router-id 10.9.9.6;
autonomous-system 7018;

Configuring Device PE7

Step-by-Step  The following example requires you to navigate various levels in the configuration
Procedure hierarchy. Forinformation about navigating the CLI, see Using the CLI Editor in Configuration
Mode in the CLI User Guide.

To configure Device PE7:

j—

Configure the interfaces.

[edit interfaces]

user@PE7# set fe-1/2/0 unit 15 description PE7-to-PE1
user@PE7# set fe-1/2/0 unit 15 family inet address 10.0.0.10/30
user@PE7# set loO unit 13 family inet address 10.9.9.7/32
user@PE7# set loO unit 13 family inet address 10.100.1.7/32

2. Configure BGP.

[edit protocols bgp group external]
user@PE7# set type external

user@PE7# set export SET_EXPORT_ROUTES
user@PE7# set peer-as 13979

user@PE7# set neighbor 10.0.0.9

3. Enable AIGP.

[edit protocols bgp group external]
user@PE7# set family inet labeled-unicast aigp

4. Configure the routing policy.

[edit policy-options policy-statement SET_EXPORT_ROUTES term 10]
user@PE7# set from protocol direct
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user@PE7# set from protocol bgp
user@PE7# set then next-hop 10.100.1.7
user@PE7# set then accept

5. Configure the router ID and the autonomous system number.

[edit routing-options]
user@PE7# set router-id 10.9.9.7
user@PE7# set autonomous-system 7019

6. If you are done configuring the device, commit the configuration.

user@PE7# commit

Results From configuration mode, confirm your configuration by entering the show interfaces,
show policy-options, show protocols, and show routing-options commands. If the output

does not display the intended configuration, repeat the instructions in this example to
correct the configuration.

user@PE7# show interfaces
interfaces {
fe-1/2/0 {
unit15{
description PE7-to-PET;
family inet {
address 10.0.0.10/30;
}
}
1
loO {
unit13 {
family inet {
address 10.9.9.7/32;
address 10.100.1.7/32;
1
}
1
}

user@PE7# show policy-options
policy-statement SET_EXPORT_ROUTES {
term10 {
from protocol [ direct bgp ];
then {
next-hop 10.100.1.7;
accept;
}
1
1

user@PE7# show protocols
bgp {
group external {
type external;
family inet {
labeled-unicast {
aigp;
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Purpose

Action

Meaning

Purpose

1
}
export SET_EXPORT_ROUTES;
peer-as 13979;
neighbor 10.0.0.9;
1
1

user@PE7# show routing-options
router-id 10.9.9.7;
autonomous-system 7019;

Verification

Confirm that the configuration is working properly.

« Verifying That Device PE4 Is Receiving the AIGP Attribute from Its EBGP Neighbor
PE2 on page 169

« Checking the IGP Metric on page 169
- Verifying That Device PE4 Adds the IGP Metric to the AIGP Attribute on page 170

« Verifying That Device PE7 Is Receiving the AIGP Attribute from Its EBGP Neighbor
PE1on page 170

« Verifying the Resolving AIGP Metric on page 171
- Verifying the Presence of AIGP Attributes in BGP Updates on page 174

Verifying That Device PE4 Is Receiving the AIGP Attribute from Its EBGP Neighbor PE2
Make sure that the AIGP policy on Device PE2 is working.

user@PE4> show route receive-protocol bgp 10.9.9.5 extensive
* 55.0.0.0/24 (1 entry, 1 announced)

Accepted

Route Label: 299888

Nexthop: 10.100.1.5

AS path: 7018 1

AIGP: 20

* 99.0.0.0/24 (1 entry, 1 announced)
Accepted
Route Label: 299888
Nexthop: 10.100.1.5
AS path: 7018 1
AIGP: 30

On Device PE2, the aigp-originate statement is configured with a distance of 20
(aigp-originate distance 20). This statement is applied to route 55.0.0.0/24. Likewise,
the aigp-originate distance 30 statement is applied to route 99.0.0.0/24. Thus, when
Device PE4 receives these routes, the AIGP attribute is attached with the configured
metrics.

Checking the IGP Metric
From Device PE4, check the IGP metric to the BGP next hop 10.100.1.5.
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Action user@PE4> show route10.100.1.5
inet.0: 30 destinations, 40 routes (30 active, O holddown, O hidden)
+ = Active Route, - = Last Active, * = Both

10.100.1.5/32 *[0SPF/10] 05:35:50, metric 2
> to 10.0.0.22 via fe-1/2/2.10
[BGP/170] 03:45:07, localpref 100, from 10.9.9.5
AS path: 7018 1
> to 10.0.0.22 via fe-1/2/2.10

Meaning The IGP metric for this route is 2.

Verifying That Device PE4 Adds the IGP Metric to the AIGP Attribute

Purpose Make sure that Device PE4 adds the IGP metric to the AIGP attribute when it readvertises
routes to its IBGP neighbor, Device PET.

Action user@PE4> show route advertising-protocol bgp 10.9.9.1 extensive

* 55.0.0.0/24 (1 entry, 1 announced)
BGP group internal type Internal

Route Label: 300544
Nexthop: 10.100.1.4
Flags: Nexthop Change
Localpref: 100
AS path: [13979] 7018 1
AIGP: 22

* 99.0.0.0/24 (1 entry, 1 announced)
BGP group internal type Internal

Route Label: 300544
Nexthop: 10.100.1.4
Flags: Nexthop Change
Localpref: 100
AS path: [13979] 7018 1
AIGP: 32

Meaning The IGP metric is added to the AIGP metric (20 + 2 =22and 30 + 2 = 32), because the
next hop is changed for these routes.

Verifying That Device PE7 Is Receiving the AIGP Attribute from Its EBGP Neighbor PE1
Purpose Make sure that the AIGP policy on Device PET is working.
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Action user@PE7> show route receive-protocol bgp 10.0.0.9 extensive
* 44.0.0.0/24 (1 entry, 1 announced)
Accepted
Route Label: 300096
Nexthop: 10.0.0.9
AS path: 13979 1
AIGP: 203

* 55.0.0.0/24 (1 entry, 1 announced)
Accepted
Route Label: 300112
Nexthop: 10.0.0.9
AS path: 13979 7018 1
AIGP: 25

* 99.0.0.0/24 (1 entry, 1 announced)
Accepted
Route Label: 300112
Nexthop: 10.0.0.9
AS path: 13979 7018 1
AIGP: 35

Meaning The 44.0.0.0/24 route is originated at Device PE4. The 55.0.0.0/24 and 99.0.0.0/24
routes are originated at Device PE2. The IGP distances are added to the configured AIGP
distances.

Verifying the Resolving AIGP Metric

Purpose Confirm that if the prefix is resolved through recursion and the recursive next hops have
AIGP metrics, the prefix has the sum of the AIGP values that are on the recursive BGP
next hops.

Action 1. Add a static route to 66.0.0.0/24.

[edit routing-options]
user@PEZ2# set static route 66.0.0.0/24 discard

2. Delete the existing terms in the aigp policy statement on Device PE2.

[edit policy-options policy-statement aigp]
user@PE2# delete term 10
user@PE2# delete term 20

3. Configure a recursive route lookup for the route to 66.0.0.0.

The policy shows the AIGP metric for prefix 66.0.0.0/24 (none) and its recursive next
hop. Prefix 66.0.0.0/24 is resolved by 55.0.0.1. Prefix 66.0.0.0/24 does not have its
own AIGP metric being originated, but its recursive next hop, 55.0.0.1, has an AIGP
value.

[edit policy-options policy-statement aigp]

user@PE2# set term 10 from route-filter 55.0.0.1/24 exact
user@PE2# set term 10 then aigp-originate distance 20
user@PE2# set term 10 then next-hop 10.100.1.5
user@PE2# set term 10 then accept

user@PE2# set term 20 from route-filter 66.0.0.0/24 exact
user@PE2# set term 20 then next-hop 55.0.0.1

user@PE2# set term 20 then accept
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4. On Device PE4, run the show route 55.0.0.0 extensive command.

The value of Metric2 is the IGP metric to the BGP next hop. When Device PE4
readvertises these routes to its IBGP peer, Device PE]1, the AIGP metric is the sum of
AIGP + its Resolving AIGP metric + Metric2.

Prefix 55.0.0.0 shows its own IGP metric 20, as defined and advertised by Device PE2.
It does not show a resolving AIGP value because it does not have a recursive BGP next
hop. The value of Metric2 is 2.

user@PE4> show route 55.0.0.0 extensive
inet.0: 31 destinations, 41 routes (31 active, 0 holddown, O hidden)
55.0.0.0/24 (1 entry, 1 announced)
TSI:
KRT in-kernel 55.0.0.0/24 -> {indirect(262151)}
Page O idx O Type 1 val 928d1b8
Flags: Nexthop Change
Nexthop: 10.100.1.4
Localpref: 100
AS path: [13979] 7018 1
Communities:
AIGP: 22
Path 55.0.0.0 from 10.9.9.5 Vector len 4. Val: 0
*BGP Preference: 170/-101
Next hop type: Indirect
Address: 0x925da38
Next-hop reference count: 4
Source: 10.9.9.5
Next hop type: Router, Next hop index: 1004
Next hop: 10.0.0.22 via fe-1/2/2.10, selected
Label operation: Push 299888
Label TTL action: prop-ttl
Protocol next hop: 10.100.1.5
Push 299888
Indirect next hop: 93514d8 262151
State: <Active Ext>
Local AS: 13979 Peer AS: 7018
Age: 22:03:26  Metric2:2
AIGP: 20
Task: BGP_7018.10.9.9.5+58560
Announcement bits (3): 3-KRT 4-BGP_RT_Background 5-Resolve
tree 1
AS path: 7018 1
Accepted
Route Label: 299888
Localpref: 100
Router ID: 10.9.9.5
Indirect next hops: 1
Protocol next hop: 10.100.1.5 Metric:2
Push 299888
Indirect next hop: 93514d8 262151
Indirect path forwarding next hops: 1
Next hop type: Router
Next hop: 10.0.0.22 via fe-1/2/2.10
10.100.1.5/32 Originating RIB: inet.0
Metric: 2 Node path count: 1
Forwarding nexthops: 1
Nexthop: 10.0.0.22 via fe-1/2/2.10

5. On Device PE4, run the show route 66.0.0.0 extensive command.
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Prefix 66.0.0.0/24 shows the Resolving AIGP, which is the sum of its own AIGP metric
and its recursive BGP next hop:

66.0.0.1=0,55.0.0.1=20,0+20 =20

user@PE4> show route 66.0.0.0 extensive
inet.0: 31 destinations, 41 routes (31 active, 0 holddown, O hidden)
66.0.0.0/24 (1 entry, 1 announced)
TSI:
KRT in-kernel 66.0.0.0/24 -> {indirect(262162)}
Page O idx O Type 1 val 928cefc
Flags: Nexthop Change
Nexthop: 10.100.1.4
Localpref: 100
AS path: [13979] 7018 1
Communities:
Path 66.0.0.0 from 10.9.9.5 Vector len 4. Val: 0
*BGP Preference: 170/-101
Next hop type: Indirect
Address: 0x925d4e0
Next-hop reference count: 4
Source: 10.9.9.5
Next hop type: Router, Next hop index: 1006
Next hop: 10.0.0.22 via fe-1/2/2.10, selected
Label operation: Push 299888, Push 299888(top)
Label TTL action: prop-ttl, prop-ttl(top)
Protocol next hop: 55.0.0.1
Push 299888
Indirect next hop: 9353e88 262162
State: <Active Ext>
Local AS: 13979 Peer AS: 7018
Age: 31:42 Metric2: 2
Resolving-AIGP: 20
Task: BGP_7018.10.9.9.5+58560
Announcement bits (3): 3-KRT 4-BGP_RT_Background 5-Resolve
tree 1
AS path: 7018 1
Accepted
Route Label: 299888
Localpref: 100
Router ID: 10.9.9.5
Indirect next hops: 1
Protocol next hop: 55.0.0.1 Metric: 2 AIGP: 20
Push 299888
Indirect next hop: 9353e88 262162
Indirect path forwarding next hops: 1
Next hop type: Router
Next hop: 10.0.0.22 via fe-1/2/2.10
55.0.0.0/24 Originating RIB: inet.0
Metric: 2 Node path count: 1
Indirect nexthops: 1
Protocol Nexthop: 10.100.1.5 Metric: 2 Push
299888
Indirect nexthop: 93514d8 262151
Indirect path forwarding nexthops: 1
Nexthop: 10.0.0.22 via fe-1/2/2.10
10.100.1.5/32 Originating RIB: inet.0
Metric: 2 Node
path count: 1
Forwarding nexthops: 1
Nexthop: 10.0.0.22 via fe-1/2/2.10
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Purpose

Action

Verifying the Presence of AIGP Attributes in BGP Updates

If the AIGP attribute is not enabled under BGP (or the group or neighbor hierarchies), the
AIGP attribute is silently discarded. Enable traceoptions and include the packets flag in
the detail option in the configuration to confirm the presence of the AIGP attribute in
transmitted or received BGP updates. This is useful when debugging AIGP issues.

1. Configure Device PE2 and Device PE4 for traceoptions.

user@host> show protocols bgp
traceoptions {
file bgp size Im files 5;
flag packets detail;
}

2. Check the traceoptions file on Device PE2.

The following sample shows Device PE2 advertising prefix 99.0.0.0/24 to Device PE4
(10.9.9.4) with an AIGP metric of 20:

user@PE2> show log bgp

Mar 22 09:27:18.982150 BGP SEND 10.9.9.5+49652 -> 10.9.9.4+179

Mar 22 09:27:18.982178 BGP SEND message type 2 (Update) length 70

Mar 22 09:27:18.982198 BGP SEND Update PDU length 70

Mar 22 09:27:18.982248 BGP SEND flags 0x40 code Origin(1): IGP

Mar 22 09:27:18.982273 BGP SEND flags 0x40 code ASPath(2) length 6: 7018
Mar 22 09:27:18.982295 BGP SEND flags 0x80 code AIGP(26): AIGP: 20

Mar 22 09:27:18.982316 BGP SEND flags 0x90 code MP_reach(14): AFI/SAFI 1/4
Mar 22 09:27:18.982341 BGP SEND nhop 10.100.1.5 len 4

Mar 22 09:27:18.982372 BGP SEND 99.0.0.0/24 (label 301664)

Mar 22 09:27:33.665412 bgp_send: sending 19 bytes to abcd::10:255:170:84
(External AS 13979)

3. Verify that the route was received on Device PE4 using the show route receive-protocol
command.

AIGP is not enabled on Device PE4, so the AIGP attribute is silently discarded for prefix
99.0.0.0/24 and does not appear in the following output:

user@PE4> show route receive-protocol bgp 10.9.9.5 extensive | find 55.0.0.0
* 99.0.0.0/24 (2 entries, 1 announced)

Accepted

Route Label: 301728

Nexthop: 10.100.1.5

AS path: 7018 1

4. Check the traceoptions file on Device PE4.

The following output from the traceoptions log shows that the 99.0.0.0/24 prefix
was received with the AIGP attribute attached:

user@PE4> show log bgp

Mar 22 09:41:39.650295 BGP RECV 10.9.9.5+64690 -> 10.9.9.4+179

Mar 22 09:41:39.650331 BGP RECV message type 2 (Update) length 70

Mar 22 09:41:39.650350 BGP RECV Update PDU length 70

Mar 22 09:41:39.650370 BGP RECV flags 0x40 code Origin(1l): IGP

Mar 22 09:41:39.650394 BGP RECV flags 0x40 code ASPath(2) length 6: 7018
Mar 22 09:41:39.650415 BGP RECV flags 0x80 code AIGP(26): AIGP: 20

Mar 22 09:41:39.650436 BGP RECV flags 0x90 code MP_reach(14): AFI/SAFI1 1/4
Mar 22 09:41:39.650459 BGP RECV nhop 10.100.1.5 len 4
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Mar 22 09:41:39.650495 BGP RECV 99.0.0.0/24 (label 301728)

Mar 22 09:41:39.650574 bgp_rcv_nlri: 99.0.0.0/24

Mar 22 09:41:39.650607 bgp_rcv_nlri: 99.0.0.0/24 belongs to meshgroup

Mar 22 09:41:39.650629 bgp_rcv_nlri: 99.0.0.0/24 qualified bnp->ribact 0x0
12afcb 0x0

Meaning Performing this verification helps with AIGP troubleshooting and debugging issues. It
enables you to verify which devices in your network send and receive AIGP attributes.

Related . Understanding BGP Path Selection on page 8

D tati
ocumentation « Examples: Configuring Internal BGP Peering on page 42

Example: Configuring AS Override

« Understanding AS Override on page 175
« Example: Configuring a Layer 3 VPN with Route Reflection and AS Override on page 176

Understanding AS Override

The AS override feature allows a provider edge (PE) router to change the private
autonomous system (AS) number used by a customer edge (CE) device on an external
BGP (EBGP) session running on a VPN routing and forwarding (VRF) access link. The
private AS number is changed to the PE AS number. Another CE device connected to
another PE device sees the EBGP route coming from the first site with an AS path of
provider-ASN provider-ASN, instead of provider-ASN sitel-ASN. This allows enterprise
networks to use the same private ASN on all sites.

The AS override feature offers a clear management advantage to the service provider
because BGP by default does not accept BGP routes with an AS path attribute that
contains the local AS number.

In an enterprise network with multiple sites, you might wish to use a single AS number
across sites. Suppose, for example that two CE devices are in AS 64512 and that the
provider network is in AS 65534.

When the service provider configures a Layer 3 VPN with this setup, even if the MPLS
network has routes towards Device CE1 and Device CE2, Device CE1 and Device CE2 do
not have routes to each other because the AS path attribute would appear as 64512
65534 64512. BGP uses the AS path attribute as its loop avoidance mechanism. If a site
sees its own AS number more than once in the AS path, the route is considered invalid.

One way to overcome this difficulty is with the as-override statement, which is applied
to the PE devices. The as-override statement replaces the CE device's AS number with
that of the PE device, thus preventing the customer AS number from appearing more
than once in the AS path attribute.

If a customer uses AS path prepending to make certain paths less desirable and the
service provider uses AS override, each CE AS number occurrence in the AS-path is
changed to the service provider AS number. For example, suppose that all customer sites
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use the same AS number, say 64512. If the ISP uses AS number 65534, one customer
site sees the path to another site as 65534 65534. If the customer prepends 64512 on a
particular path to make it less desirable, another customer site sees that path as 65534
65534 65534.

Example: Configuring a Layer 3 VPN with Route Reflection and AS Override

Suppose that you are a service provider providing a managed MPLS-based Layer 3 VPN
service. Your customer has several sites and requires BGP routing to customer edge (CE)
devices at each site.

« Requirements on page 176

« Overview on page 176

. Configuration on page 177

« Verification on page 184

Requirements

No special configuration beyond device initialization is required before configuring this
example.

Overview

This example has two CE devices, two provider edge (PE) devices, and several provider
core devices. The provider network is also using 1S-1S to support LDP and BGP loopback
reachability Device P2 is acting as a route reflector (RR). Both CE devices are in
autonomous system (AS) 64512. The provider network is in AS 65534.

The as-override statement is applied to the PE devices, thus replacing the CE device's
AS number with that of the PE device. This prevents the customer AS number from
appearing more than once in the AS path attribute.

Figure 17 on page 176 shows the topology used in this example.

Figure 17: AS Override Topology
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“CLI Quick Configuration” on page 177 shows the configuration for all of the devices in
Figure 17 on page 176. The section “Step-by-Step Procedure” on page 180 describes the
steps on Device PE1.

Configuration

CLIQuick To quickly configure this example, copy the following commands, paste them into a text
Configuration file, remove any line breaks, change any details necessary to match your network
configuration, and then copy and paste the commands into the CLI at the [edit] hierarchy
level.

Device CE1 set interfaces ge-1/2/0 unit O family inet address 10.0.0.1/30
set interfaces ge-1/2/0 unit O family iso
set interfaces loO unit O family inet address 10.255.1.1/32
set interfaces loO unit O family iso address 49.0001.0010.0000.0101.00
set protocols bgp group PE type external
set protocols bgp group PE family inet unicast
set protocols bgp group PE export ToBGP
set protocols bgp group PE peer-as 65534
set protocols bgp group PE neighbor 10.0.0.2
set policy-options policy-statement ToBGP term Direct from protocol direct
set policy-options policy-statement ToBGP term Direct then accept
set routing-options router-id 10.255.1.1
set routing-options autonomous-system 64512

Device P1 set interfaces ge-1/2/0 unit O family inet address 10.0.0.6/30
set interfaces ge-1/2/0 unit O family iso
set interfaces ge-1/2/0 unit O family mpls
set interfaces ge-1/2/1 unit O family inet address 10.0.0.9/30
set interfaces ge-1/2/1 unit O family iso
set interfaces ge-1/2/1 unit O family mpls
set interfaces ge-1/2/2 unit O family inet address 10.0.0.25/30
set interfaces ge-1/2/2 unit O family iso
set interfaces ge-1/2/2 unit O family mpls
set interfaces loO unit O family inet address 10.255.3.3/32
set interfaces loO unit O family iso address 49.0001.0010.0000.0303.00
set protocols mpls interface all
set protocols mpls interface fxp0.0 disable
set protocols bgp group 13vpn type internal
set protocols bgp group 13vpn local-address 10.255.3.3
set protocols bgp group [3vpn family inet-vpn unicast
set protocols bgp group |3vpn peer-as 65534
set protocols bgp group |3vpn local-as 65534
set protocols bgp group 13vpn neighbor 10.255.4.4
set protocols isis interface all level 2 metric 10
set protocols isis interface all level 1 disable
set protocols isis interface fxp0.0 disable
set protocols isis interface l00.0 level 2 metric O
set protocols ldp deaggregate
set protocols ldp interface all
set protocols ldp interface fxp0.0 disable
set routing-options router-id 10.255.3.3

Device P2 set interfaces ge-1/2/0 unit O family inet address 10.0.0.10/30
set interfaces ge-1/2/0 unit O family iso
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set interfaces ge-1/2/0 unit O family mpls

set interfaces ge-1/2/1 unit O family inet address 10.0.0.13/30
set interfaces ge-1/2/1 unit O family iso

set interfaces ge-1/2/1 unit O family mpls

set interfaces loO unit O family inet address 10.255.4.4/32

set interfaces loO unit O family iso address 49.0001.0010.0000.0404.00
set protocols mpls interface all

set protocols mpls interface fxp0.0 disable

set protocols bgp group Core-RRClients type internal

set protocols bgp group Core-RRClients local-address 10.255.4.4
set protocols bgp group Core-RRClients family inet-vpn unicast
set protocols bgp group Core-RRClients cluster 10.255.4.4

set protocols bgp group Core-RRClients peer-as 65534

set protocols bgp group Core-RRClients neighbor 10.255.3.3
set protocols bgp group Core-RRClients neighbor 10.255.7.7

set protocols bgp group Core-RRClients neighbor 10.255.2.2
set protocols bgp group Core-RRClients neighbor 10.255.5.5
set protocols isis interface all level 2 metric 10

set protocols isis interface all level 1 disable

set protocols isis interface fxp0.0 disable

set protocols isis interface l00.0 level 2 metric O

set protocols ldp deaggregate

set protocols ldp interface all

set protocols ldp interface fxp0.0 disable

set routing-options router-id 10.255.4.4

set routing-options autonomous-system 65534

Device P3 set interfaces ge-1/2/0 unit O family inet address 10.0.0.22/30
set interfaces ge-1/2/0 unit O family iso
set interfaces ge-1/2/0 unit O family mpls
set interfaces ge-1/2/1 unit O family inet address 10.0.0.26/30
set interfaces ge-1/2/1 unit O family iso
set interfaces ge-1/2/1 unit O family mpls
set interfaces ge-1/2/2 unit O family inet address 10.0.0.30/30
set interfaces ge-1/2/2 unit O family iso
set interfaces ge-1/2/2 unit O family mpls
set interfaces loO unit O family inet address 10.255.7.7/32
set interfaces loO unit O family iso address 49.0001.0010.0000.0707.00
set protocols mpls interface all
set protocols mpls interface fxp0.0 disable
set protocols bgp group 13vpn type internal
set protocols bgp group 13vpn local-address 10.255.7.7
set protocols bgp group [3vpn family inet-vpn unicast
set protocols bgp group |3vpn peer-as 65534
set protocols bgp group |3vpn local-as 65534
set protocols bgp group |3vpn neighbor 10.255.4.4
set protocols isis interface all level 2 metric 10
set protocols isis interface all level 1 disable
set protocols isis interface fxp0.0 disable
set protocols isis interface l00.0 level 2 metric O
set protocols ldp deaggregate
set protocols ldp interface all
set protocols ldp interface fxp0.0 disable
set routing-options router-id 10.255.7.7
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Device PE] set interfaces ge-1/2/0 unit O family inet address 10.0.0.2/30
set interfaces ge-1/2/0 unit O family iso
set interfaces ge-1/2/0 unit O family mpls
set interfaces ge-1/2/1 unit O family inet address 10.0.0.5/30
set interfaces ge-1/2/1 unit O family iso
set interfaces ge-1/2/1 unit O family mpls
set interfaces ge-1/2/2 unit O family inet address 10.0.0.21/30
set interfaces ge-1/2/2 unit O family iso
set interfaces ge-1/2/2 unit O family mpls
set interfaces loO unit O family inet address 10.255.2.2/32
set interfaces loO unit O family iso address 49.0001.0010.0000.0202.00
set protocols mpls interface ge-1/2/2.0
set protocols mpls interface ge-1/2/1.0
set protocols mpls interface l00.0
set protocols mpls interface fxp0.0 disable
set protocols bgp group 13vpn type internal
set protocols bgp group 13vpn local-address 10.255.2.2
set protocols bgp group [3vpn family inet-vpn unicast
set protocols bgp group |3vpn peer-as 65534
set protocols bgp group |3vpn local-as 65534
set protocols bgp group |3vpn neighbor 10.255.4.4
set protocols isis interface ge-1/2/1.0 level 2 metric 10
set protocols isis interface ge-1/2/1.0 level 1 disable
set protocols isis interface ge-1/2/2.0 level 2 metric 10
set protocols isis interface ge-1/2/2.0 level 1 disable
set protocols isis interface fxp0.0 disable
set protocols isis interface 100.0 level 2 metric O
set protocols ldp deaggregate
set protocols ldp interface ge-1/2/1.0
set protocols ldp interface ge-1/2/2.0
set protocols ldp interface fxp0.0 disable
set protocols ldp interface l00.0
set routing-instances VPN-A instance-type vrf
set routing-instances VPN-A interface ge-1/2/0.0
set routing-instances VPN-A route-distinguisher 65534:1234
set routing-instances VPN-A vrf-target target:65534:1234
set routing-instances VPN-A protocols bgp group CE type external
set routing-instances VPN-A protocols bgp group CE family inet unicast
set routing-instances VPN-A protocols bgp group CE neighbor 10.0.0.1 peer-as 64512
set routing-instances VPN-A protocols bgp group CE neighbor 10.0.0.1 as-override
set routing-options router-id 10.255.2.2
set routing-options autonomous-system 65534

Device PE2 set interfaces ge-1/2/0 unit O family inet address 10.0.0.14/30
set interfaces ge-1/2/0 unit O family iso
set interfaces ge-1/2/0 unit O family mpls
set interfaces ge-1/2/1 unit O family inet address 10.0.0.17/30
set interfaces ge-1/2/1 unit O family iso
set interfaces ge-1/2/2 unit O family inet address 10.0.0.29/30
set interfaces ge-1/2/2 unit O family iso
set interfaces ge-1/2/2 unit O family mpls
set interfaces loO unit O family inet address 10.255.5.5/32
set interfaces loO unit O family iso address 49.0001.0010.0000.0505.00
set protocols mpls interface ge-1/2/0.0
set protocols mpls interface ge-1/2/2.0
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Device CE2

Step-by-Step
Procedure

set protocols mpls interface l00.0

set protocols mpls interface fxp0.0 disable

set protocols bgp group 13vpn type internal

set protocols bgp group 13vpn local-address 10.255.5.5

set protocols bgp group 13vpn family inet-vpn unicast

set protocols bgp group |3vpn peer-as 65534

set protocols bgp group 13vpn local-as 65534

set protocols bgp group |3vpn neighbor 10.255.4.4

set protocols isis interface ge-1/2/0.0 level 2 metric 10

set protocols isis interface ge-1/2/0.0 level 1 disable

set protocols isis interface ge-1/2/2.0 level 2 metric 10

set protocols isis interface ge-1/2/2.0 level 1 disable

set protocols isis interface fxp0.0 disable

set protocols isis interface l00.0 level 2 metric O

set protocols ldp deaggregate

set protocols ldp interface ge-1/2/0.0

set protocols ldp interface ge-1/2/2.0

set protocols ldp interface fxp0.0 disable

set protocols ldp interface l00.0

set routing-instances VPN-A instance-type vrf

set routing-instances VPN-A interface ge-1/2/1.0

set routing-instances VPN-A route-distinguisher 65534:1234

set routing-instances VPN-A vrf-target target:65534:1234

set routing-instances VPN-A protocols bgp group CE type external

set routing-instances VPN-A protocols bgp group CE family inet unicast
set routing-instances VPN-A protocols bgp group CE neighbor 10.0.0.18 peer-as 64512
set routing-instances VPN-A protocols bgp group CE neighbor 10.0.0.18 as-override
set routing-options router-id 10.255.5.5

set routing-options autonomous-system 65534

set interfaces ge-1/2/0 unit O family inet address 10.0.0.18/30

set interfaces ge-1/2/0 unit O family iso

set interfaces loO unit O family inet address 10.255.6.6/32

set interfaces loO unit O family iso address 49.0001.0010.0000.0606.00
set protocols bgp group PE type external

set protocols bgp group PE family inet unicast

set protocols bgp group PE export ToBGP

set protocols bgp group PE peer-as 65534

set protocols bgp group PE neighbor 10.0.0.17

set policy-options policy-statement ToBGP term Direct from protocol direct
set policy-options policy-statement ToBGP term Direct then accept

set routing-options router-id 10.255.6.6

set routing-options autonomous-system 64512

The following example requires you to navigate various levels in the configuration
hierarchy. For information about navigating the CLI, see Using the CLI Editor in Configuration
Mode in the CLI/ User Guide.

To configure AS override:

1. Configure the interfaces.

To enable MPLS, include the protocol family on the interface so that the interface
does not discard incoming MPLS traffic.

[edit interfaces]
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user@PET# set ge-1/2/0 unit O family inet address 10.0.0.2/30
user@PE1# set ge-1/2/0 unit O family iso

user@PET# set ge-1/2/0 unit O family mpls

user@PET# set ge-1/2/1 unit O family inet address 10.0.0.5/30
user@PET# set ge-1/2/1 unit O family iso

user@PE# set ge-1/2/1 unit O family mpls

user@PET# set ge-1/2/2 unit O family inet address 10.0.0.21/30
user@PET# set ge-1/2/2 unit O family iso

user@PET# set ge-1/2/2 unit 0 family mpls

user@PET# set loO unit O family inet address 10.255.2.2/32
user@PET# set loO unit O family iso address 49.0001.0010.0000.0202.00

2. Add the interface to the MPLS protocol to establish the control plane level
connectivity.

Set up the IGP so that the provider devices can communicate with each other.

To establish a mechanism to distribute MPLS labels, enable LDP. Optionally, for
LDP, enable forwarding equivalence class (FEC) deaggregation, which results in
faster global convergence.

[edit protocols]

user@PET# set mpls interface ge-1/2/2.0

user@PET# set mpls interface ge-1/2/1.0

user@PET# set mpls interface l00.0

user@PE1# set mpls interface fxp0.0 disable
user@PET# set isis interface ge-1/2/1.0 level 2 metric 10
user@PE1# set isis interface ge-1/2/1.0 level 1 disable
user@PET# set isis interface ge-1/2/2.0 level 2 metric 10
user@PET# set isis interface ge-1/2/2.0 level 1 disable
user@PE# set isis interface fxp0.0 disable

user@PE1# set isis interface l00.0 level 2 metric O
user@PET# set ldp deaggregate

user@PE1# set ldp interface ge-1/2/1.0

user@PET# set ldp interface ge-1/2/2.0

user@PET# set ldp interface fxp0.0 disable

user@PET# set ldp interface l00.0

3. Enable the internal BGP (IBGP) connection to peer with the RR only, using the IPv4
VPN unicast address family.

[edit protocols bgp group [3vpn]
user@PET# set type internal
user@PE1# set local-address 10.255.2.2
user@PET# set family inet-vpn unicast
user@PE1# set peer-as 65534
user@PET# set local-as 65534
user@PET# set neighbor 10.255.4.4

4. Configure the routing instance, including the as-override statement.

Create the routing-Instance (VRF) on the PE device, setting up the BGP configuration
to peer with Device CELl.

[edit routing-instances VPN-A]

user@PET# set instance-type vrf

user@PET# set interface ge-1/2/0.0
user@PET# set route-distinguisher 65534:1234
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user@PET# set vrf-target target:65534:1234

user@PET# set protocols bgp group CE type external

user@PE1# set protocols bgp group CE family inet unicast

user@PET# set protocols bgp group CE neighbor 10.0.0.1 peer-as 64512
user@PET# set protocols bgp group CE neighbor 10.0.0.1 as-override

5.  Configure the router ID and the AS number.

[edit routing-options]
user@PET# set router-id 10.255.2.2
user@PE1# set autonomous-system 65534

Results From configuration mode, confirm your configuration by entering the show interfaces,
show protocols, show routing-instances, and show routing-options commands. If the
output does not display the intended configuration, repeat the configuration instructions
in this example to correct it.

user@PET# show interfaces
ge-1/2/0 {
unit 2 {
family inet {
address 10.0.0.2/30;
}
family iso;
family mpls;
1
1
ge-1/2/14
unit5{
family inet {
address 10.0.0.5/30;
}
family iso;
family mpls;
1
}
ge-1/2/2 {
unit 214
family inet {
address 10.0.0.21/30;
}
family iso;
family mpls;
1
1
loO {
unit0 {
family inet {
address 10.255.2.2/32;
}
family iso {
address 49.0001.0010.0000.0202.00;
}
1
}
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user@PE1# show protocols

mpls {

interface ge-1/2/2.0;

interface ge-1/2/1.0;

interface l00.0;

interface fxp0.0 {
disable;

}

bgp {

group [3vpn {
type internal;
local-address 10.255.2.2;
family inet-vpn {

unicast;

}
peer-as 65534;
local-as 65534;
neighbor 10.255.4.4;

}

isis {

interface ge-1/2/1.0 {
level 2 metric 10;
level 1disable;

1

interface ge-1/2/2.0 {
level 2 metric 10;
level 1disable;

1

interface fxp0.0 {
disable;

1

interface l00.0 {
level 2 metric O;

}

ldp {

deaggregate;

interface ge-1/2/1.0;

interface ge-1/2/2.0;

interface fxp0.0 {
disable;

1

interface l00.0;

user@PET# show routing-instances
VPN-A {
instance-type vrf;
interface ge-1/2/0.0;
route-distinguisher 65534:1234;
vrf-target target:65534:1234;
protocols {

bgp {

group CE {
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Purpose

Action

Meaning

Purpose

type external;

family inet {
unicast;

1

neighbor 10.0.0.1 {
peer-as 64512;
as-override;

user@PET# show routing-options
router-id 10.255.2.2;
autonomous-system 65534;

If you are done configuring the device, enter commit from configuration mode.

Verification

Confirm that the configuration is working properly.

« Checking AS Path to the CE Devices on page 184

« Checking How the Route to Device CE2 Is Advertised on page 184
« Checking the Route on Device CE1 on page 185

Checking AS Path to the CE Devices

Display information on Device PE1 about the AS path attribute for the route to Device
CEZ2’s loopback interface.

On Device PET, from operational mode, enter the show route table VPN-A.inet.010.255.6.6
command.

user@PE1> show route table VPN-A.inet.0 10.255.6.6

VPN-A.inet.0: 5 destinations, 6 routes (5 active, 0 holddown, O hidden)
+ = Active Route, - = Last Active, * = Both

10.255.6.6/32 *[BGP/170] 02:19:35, localpref 100, from 10.255.4.4
AS path: 64512 1, validation-state: unverified
> to 10.0.0.22 via ge-1/2/2.0, Push 300032, Push 299776(top)

The output shows that Device PE1 has an AS path for 10.255.6.6/32 as coming from AS
64512.

Checking How the Route to Device CE2 Is Advertised

Make sure the route to Device CE2 is advertised to Device CE1 as if it is coming from the
MPLS core.
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Action On Device PET, from operational mode, enter the show route advertising-protocol bgp
10.0.0.1 command.

user@PE1> show route advertising-protocol bgp 10.0.0.1

VPN-A.inet.0: 5 destinations, 6 routes (5 active, 0 holddown, O hidden)

Prefix Nexthop MED Lclpref AS path
* 10.0.0.16/30 Self 1
* 10.255.1.1/32 10.0.0.1 65534 1
* 10.255.6.6/32 Self 65534 1

Meaning The output indicates that Device PE]1 is advertising only its own AS number in the AS
path.

Checking the Route on Device CE1

Purpose Make sure that Device CE1 contains only the provider AS number in the AS path for the
route to Device CE2.

Action From operational mode, enter the show route table inet.O terse 10.255.6.6 command.

user@CE1> show route table inet.O terse 10.255.6.6

inet.0: 5 destinations, 6 routes (56 active, 0 holddown, 1 hidden)

+ = Active Route, - = Last Active, * = Both
A V Destination P Prf Metric 1 Metric 2 Next hop AS path
* ? 10.255.6.6/32 B 170 100 65534 65534
1
unverified >10.0.0.2

Meaning The outputindicates that Device CE1has a route to Device CE2. The loopissue is resolved
with the use of the as-override statement.

One route is hidden on the CE device. This is because Junos OS does not perform a BGP
split horizon. Generally, split horizon in BGP is unnecessary, because any routes that might
be received back by the originator are less preferred due to AS path length (for EBGP),
AS path loop detection (IBGP), or other BGP metrics. Advertising routes back to the
neighbor from which they were learned has a negligible effect on the router's performance,
and is the correct thing to do.

Related . Examples: Configuring BGP Local AS on page 116
Documentation

Example: Disabling Suppression of Route Advertisements

Junos OS does not advertise the routes learned from one EBGP peer back to the same
external BGP (EBGP) peer. In addition, the software does not advertise those routes back
to any EBGP peers that are in the same autonomous system (AS) as the originating peer,
regardless of the routing instance. You can modify this behavior by including the
advertise-peer-as statement in the configuration.
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Requirements

Overview

If you include the advertise-peer-as statement in the configuration, BGP advertises the
route regardless of this check.

To restore the default behavior, include the no-advertise-peer-as statement in the
configuration:

no-advertise-peer-as;

The route suppression default behavior is disabled if the as-override statement is included
in the configuration. If you include both the as-override and no-advertise-peer-as
statements in the configuration, the no-advertise-peer-as statement is ignored.

« Requirements on page 186
« Overview on page 186
« Configuration on page 187

« Verification on page 191

No special configuration beyond device initialization is required before you configure this
example.

This example shows three routing devices with external BGP (EBGP) connections. Device
R2 has an EBGP connection to Device R1and another EBGP connection to Device R3.
Although separated by Device R2 which is in AS 64511, Device R1and Device R3 are in the
same AS (AS 64512). Device R1and Device R3 advertise into BGP direct routes to their
own loopback interface addresses.

Device R2 receives these loopback interface routes, and the advertise peer-as statement
allows Device R2 to advertise them. Specifically, Device R1 sends the 192.168.0.1 route
to Device R2, and because Device R2 has the advertise peer-as configured, Device R2 can
send the 192.168.0.1 route to Device R3. Likewise, Device R3 sends the 192.168.0.3 route
to Device R2, and advertise peer-as enables Device R2 to forward the route to Device R1.

To enable Device R1 and Device R3 to accept routes that contain their own AS number
in the AS path, the loops 2 statement is required on Device R1and Device R3.

Topology

Figure 18 on page 187 shows the sample network.
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Figure 18: BGP Topology for advertise-peer-as
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R1 R2 R3
lo0:
R1 192.168.0.1
R2 192.168.0.2
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R3 192.168.0.3

“CLI Quick Configuration” on page 187 shows the configuration for all of the devices in
Figure 18 on page 187.

The section “Step-by-Step Procedure” on page 188 describes the steps on Device R1and
Device R2.

Configuration

CLIQuick To quickly configure this example, copy the following commands, paste them into a text
Configuration file, remove any line breaks, change any details necessary to match your network
configuration, and then copy and paste the commands into the CLI at the [edit] hierarchy
level.

Device R1 set interfaces fe-1/2/0 unit O family inet address 10.0.0.1/30
set interfaces loO unit O family inet address 192.168.0.1/32
set protocols bgp family inet unicast loops 2
set protocols bgp group ext type external
set protocols bgp group ext export send-direct
set protocols bgp group ext peer-as 200
set protocols bgp group ext neighbor 10.0.0.2
set policy-options policy-statement send-direct term 1 from protocol direct
set policy-options policy-statement send-direct term 1 then accept
set routing-options autonomous-system 300

Device R2 set interfaces fe-1/2/0 unit O family inet address 10.0.0.2/30
set interfaces fe-1/2/1 unit O family inet address 10.1.0.1/30
set interfaces loO unit O family inet address 192.168.0.2/32
set protocols bgp group ext type external
set protocols bgp group ext advertise-peer-as
set protocols bgp group ext export send-direct
set protocols bgp group ext neighbor 10.0.0.1 peer-as 300
set protocols bgp group ext neighbor 10.1.0.2 peer-as 300
set policy-options policy-statement send-direct term 1 from protocol direct
set policy-options policy-statement send-direct term 1 then accept
set routing-options autonomous-system 200

Device R3 set interfaces fe-1/2/1 unit O family inet address 10.1.0.2/30
set interfaces loO unit O family inet address 192.168.0.3/32
set protocols bgp family inet unicast loops 2
set protocols bgp group ext type external
set protocols bgp group ext export send-direct
set protocols bgp group ext peer-as 200
set protocols bgp group ext neighbor 10.1.0.1
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set policy-options policy-statement send-direct term 1 from protocol direct
set policy-options policy-statement send-direct term 1 then accept
set routing-options autonomous-system 300

Step-by-Step  The following example requires that you navigate various levels in the configuration
Procedure hierarchy. Forinformation about navigating the CLI, see Using the CLI Editor in Configuration
Mode in the CLI User Guide.

To configure Device R1:

1. Configure the device interfaces.

[edit interfaces]
user@R1# set fe-1/2/0 unit O family inet address 10.0.0.1/30

user@R1# set loO unit O family inet address 192.168.0.1/32
2. Configure BGP.

[edit protocols bgp group ext]
user@R1# set type external
user@R1# set peer-as 200
user@R1# set neighbor 10.0.0.2

3. Prevent routes from Device R3 from being hidden on Device R1 by including the
loops 2 statement.

The loops 2 statement means that the local device’s own AS number can appear
in the AS path up to one time without causing the route to be hidden. The route is
hidden if the local device’s AS number is detected in the path two or more times.

[edit protocols bgp family inet unicast]
user@R1# set loops 2

4. Configure the routing policy that sends direct routes.

[edit policy-options policy-statement send-direct term 1]
user@R1# set from protocol direct
user@R1# set then accept

5. Apply the export policy to the BGP peering session with Device R2.

[edit protocols bgp group ext]
user@RI1# set export send-direct

6. Configure the autonomous system (AS) number.

[edit routing-options ]
user@R1# set autonomous-system 300

Step-by-Step  The following example requires that you navigate various levels in the configuration
Procedure hierarchy. Forinformation about navigating the CLI, see Using the CLI Editor in Configuration
Mode in the CLI User Guide.

To configure Device R2:

1. Configure the device interfaces.

[edit interfaces]
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user@R2# set fe-1/2/0 unit O family inet address 10.0.0.2/30

user@R2# set fe-1/2/1 unit O family inet address 10.1.0.1/30

user@R2# set loO unit O family inet address 192.168.0.2/32
2. Configure BGP.

[edit protocols bgp group ext]

user@R2# set type external

user@R2# set neighbor 10.0.0.1 peer-as 300
user@R2# set neighbor 10.1.0.2 peer-as 300

3. Configure Device R2 to advertise routes learned from one EBGP peer to another
EBGP peer in the same AS.

In other words, advertise to Device R1routes learned from Device R3 (and the
reverse), even though Device R1and Device R3 are in the same AS.

[edit protocols bgp group ext]
user@R2# set advertise-peer-as

4, Configure a routing policy that sends direct routes.

[edit policy-options policy-statement send-direct term 1]
user@R2# set from protocol direct
user@R2# set then accept

5. Apply the export policy.

[edit protocols bgp group ext]
user@R2# set export send-direct

6. Configure the AS number.

[edit routing-options]
user@R2# set autonomous-system 200

Results From configuration mode, confirm your configuration by entering the show interfaces,
show protocols, show policy-options, and show routing-options commands. If the output
does not display the intended configuration, repeat the instructions in this example to
correct the configuration.

Device R1 user@R1# show interfaces
fe-1/2/0 {
unit O {
family inet {
address 10.0.0.1/30;
}
1
1
lo0 {
unit0 {
family inet {
address 192.168.0.1/32;
}
1
}
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user@R1# show protocols
bgp {
family inet {
unicast {
loops 2;
}
1
group ext {
type external;
export send-direct;
peer-as 200;
neighbor 10.0.0.2;
1
1

user@R1# show policy-options
policy-statement send-direct {
term1{
from protocol direct;
then accept;
1
1

user@R1# show routing-options
autonomous-system 300;

Device R2 user@R2# show interfaces
fe-1/2/0 {
unit O {
family inet {
address 10.0.0.2/30;
1
1
1
fe-1/2/1{
unit 0 {
family inet {
address 10.1.0.1/30;
}
1
1
lo0 {
unit0 {
family inet {
address 192.168.0.2/32;
}
1
}

user@R2# show protocols
bgp {
group ext {
type external;
advertise-peer-as;
export send-direct;
neighbor 10.0.0.1 {
peer-as 300;
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}
neighbor 10.1.0.2 {
peer-as 300;
}
1
1

user@R2# show policy-options
policy-statement send-direct {
term1{
from protocol direct;
then accept;
1
1

user@R2# show routing-options
autonomous-system 200;

If you are done configuring the devices, enter commit from configuration mode.

Verification

Confirm that the configuration is working properly.

Verifying the BGP Routes

Purpose Make sure that the routing tables on Device R1and Device R3 contain the expected routes.

Action 1. On Device R2, deactivate the advertise-peer-as statement in the BGP configuration.

[edit protocols bgp group ext]
user@R2# deactivate advertise-peer-as
user@R2# commit

2. On Device R3, deactivate the loops statement in the BGP configuration.

[edit protocols bgp family inet unicast ]
user@R3# deactivate unicast loops
user@R3# commit

3. On Device R1, check to see what routes are advertised to Device R2.

user@R1> show route advertising-protocol bgp 10.0.0.2
inet.0: 5 destinations, 6 routes (6 active, 0 holddown, O hidden)

Prefix Nexthop MED Lclpref AS path
* 10.0.0.0/30 Self 1
* 192.168.0.1/32 Self 1

4. On Device R2, check to see what routes are received from Device R1.

user@R2> show route receive-protocol bgp 10.0.0.1
inet.0: 7 destinations, 9 routes (7 active, 0 holddown, O hidden)

Prefix Nexthop MED Lclpref AS path
10.0.0.0/30 10.0.0.1 300 1
* 192.168.0.1/32 10.0.0.1 300 1

5. On Device R2, check to see what routes are advertised to Device R3.

user@R2> show route advertising-protocol bgp 10.1.0.2
inet.0: 7 destinations, 9 routes (7 active, 0 holddown, O hidden)
Prefix Nexthop MED Lclpref AS path
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* 10.0.0.0/30 Self 1
* 10.1.0.0/30 Self 1
* 192.168.0.2/32 Self 1

6. On Device R2, activate the advertise-peer-as statement in the BGP configuration.

[edit protocols bgp group ext]
user@R2# activate advertise-peer-as
user@R2# commit

7. On Device R2, recheck the routes that are advertised to Device R3.

user@R2> show route advertising-protocol bgp 10.1.0.2
inet.0: 7 destinations, 9 routes (7 active, 0 holddown, O hidden)

Prefix Nexthop MED Lclpref AS path
* 10.0.0.0/30 Self 1
* 10.1.0.0/30 Self 1
* 192.168.0.1/32 Self 300 1
* 192.168.0.2/32 Self 1
* 192.168.0.3/32 10.1.0.2 300 1

8. On Device R3, check the routes that are received from Device R2.

user@R3> show route receive-protocol bgp 10.1.0.1
inet.0: 5 destinations, 6 routes (6 active, 0 holddown, O hidden)

Prefix Nexthop MED Lclpref AS path
* 10.0.0.0/30 10.1.0.1 200 1

10.1.0.0/30 10.1.0.1 200 1
* 192.168.0.2/32 10.1.0.1 200 1

9. On Device R3, activate the loops statement in the BGP configuration.

[edit protocols bgp family inet unicast ]
user@R3# activate unicast loops
user@R3# commit

10. On Device R3, recheck the routes that are received from Device R2.

user@R3> show route receive-protocol bgp 10.1.0.1
inet.0: 6 destinations, 8 routes (6 active, 0 holddown, 1 hidden)

Prefix Nexthop MED Lclpref AS path
* 10.0.0.0/30 10.1.0.1 200 1
10.1.0.0/30 10.1.0.1 200 1
* 192.168.0.1/32 10.1.0.1 200 300 1
* 192.168.0.2/32 10.1.0.1 200 1

Meaning First the advertise-peer-as statement and the loops statement are deactivated so that
the default behavior can be examined. Device R1 sends to Device R2 a route to Device
R71’s loopback interface address, 192.168.0.1/32. Device R2 does not advertise this route
to Device R3. After activating the advertise-peer-as statement, Device R2 does advertise
the 192.168.0.1/32 route to Device R3. Device R3 does not accept this route until after the
loops statement is activated.

Related . Example: Configuring a Layer 3 VPN with Route Reflection and AS Override on page 176
Documentation
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Example: Applying Routing Policies at Different Levels of the BGP Hierarchy on page 193
Example: Configuring BGP Interactions with IGPs on page 202

Example: Redistributing BGP Routes with a Specific Community Tag into
|S-IS on page 205

Example: Configuring BGP Route Advertisement on page 215

Example: Configuring EBGP Multihop on page 223

Example: Configuring BGP Route Preference (Administrative Distance) on page 232
Example: Configuring BGP Path Selection on page 239

Example: Removing Private AS Numbers on page 249

Example: Overriding the Default BGP Routing Policy on PTX Series Packet Transport
Routers on page 256

Example: Configuring Conditional Installation of Prefixes in a Routing Table on page 260
Example: Setting BGP to Advertise Inactive Routes on page 279

Example: Configuring BGP to Advertise the Best External Route to Internal
Peers on page 285

Example: Disabling Suppression of Route Advertisements on page 292
Example: Defining a Routing Policy That Removes BGP Communities on page 300

Example: Defining a Routing Policy Based on the Number of BGP
Communities on page 307

Example: Using Routing Policy to Set a Preference Value for BGP Routes on page 314

Example: Load Balancing BGP Traffic with Unegual Bandwidth Allocated to the
Paths on page 320

Example: Applying Routing Policies at Different Levels of the BGP Hierarchy

This example shows BGP configured in a simple network topology and explains how
routing polices take effect when they are applied at different levels of the BGP
configuration.

« Requirements on page 194

« Overview on page 194
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Requirements

Overview

« Configuration on page 195

» Verification on page 199

No special configuration beyond device initialization is required before configuring this
example.

For BGP, you can apply policies as follows:

. BGP global import and export statements—Include these statements at the [edit
protocols bgp] hierarchy level (for routing instances, include these statements at the
[edit routing-instances routing-instance-name protocols bgp] hierarchy level).

. Group import and export statements—Include these statements at the [edit protocols
bgp group group-name] hierarchy level (for routing instances, include these statements
at the [edit routing-instances routing-instance-name protocols bgp group group-name]
hierarchy level).

« Peerimport and export statements—Include these statements at the [edit protocols
bgp group group-name neighbor address] hierarchy level (for routing instances, include
these statements at the [edit routing-instances routing-instance-name protocols bgp
group group-name neighbor address] hierarchy level).

A peer-level import or export statement overrides a group import or export statement. A
group-level import or export statement overrides a global BGP import or export statement.

In this example, a policy named send-direct is applied at the global level, another policy
named send-192.168.0.1is applied at the group level, and a third policy named
send-192.168.20.1is applied at the neighbor level.

user@host# show protocols
bgp {
local-address 1.1.1.1;
export send-direct;
group internal-peers {
type internal;
export send-192.168.0.1;
neighbor 2.2.2.2 {
export send-192.168.20.1;
}
neighbor 3.3.3.3;
1
group other-group {
type internal;
neighbor 4.4.4.4;
1
}

A key point, and one that is often misunderstood and that can lead to problems, is that
in such a configuration, only the most explicit policy is applied. A neighbor-level policy is
more explicit than a group-level policy, which in turn is more explicit than a global policy.

194

Copyright © 2013, Juniper Networks, Inc.



Chapter 5: BGP Policy Configuration

The neighbor 2.2.2.2 is subjected only to the send-192.168.20.1 policy. The neighbor 3.3.3.3,
lacking anything more specific, is subjected only to the send-192.168.0.1 policy. Meanwhile,
neighbor 4.4.4.4 in group other-group has no group or neighbor-level policy, so it uses
the send-direct policy.

If you need to have neighbor 2.2.2.2 perform the function of all three policies, you can
write and apply a new neighbor-level policy that encompasses the functions of the other
three, or you can apply all three existing policies, as a chain, to neighbor 2.2.2.2.

Figure 19 on page 195 shows the sample network.

Figure 19: Applying Routing Policies to BGP
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“CLI Quick Configuration” on page 195 shows the configuration for all of the devices in
Figure 19 on page 195.

The section “Step-by-Step Procedure” on page 197 describes the steps on Device R1.

Configuration

CLIQuick To quickly configure this example, copy the following commands, paste them into a text
Configuration file, remove any line breaks, change any details necessary to match your network
configuration, and then copy and paste the commands into the CLI at the [edit] hierarchy
level.

Device R1 set interfaces fe-1/2/0 unit O description to-R2
set interfaces fe-1/2/0 unit O family inet address 10.10.10.1/30
set interfaces loO unit O family inet address 1.1.1.1/32
set protocols bgp local-address 1.1.1.1
set protocols bgp export send-direct
set protocols bgp group internal-peers type internal
set protocols bgp group internal-peers export send-static-192.168.0
set protocols bgp group internal-peers neighbor 2.2.2.2 export send-static-192.168.20
set protocols bgp group internal-peers neighbor 3.3.3.3
set protocols bgp group other-group type internal
set protocols bgp group other-group neighbor 4.4.4.4
set protocols ospf area 0.0.0.0 interface l00.0 passive
set protocols ospf area 0.0.0.0 interface fe-1/2/0.0
set policy-options policy-statement send-direct term 1 from protocol direct
set policy-options policy-statement send-direct term 1 then accept
set policy-options policy-statement send-static-192.168.0 term 1 from protocol static
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set policy-options policy-statement send-static-192.168.0 term 1 from route-filter
192.168.0.0/24 orlonger

set policy-options policy-statement send-static-192.168.0 term 1 then accept

set policy-options policy-statement send-static-192.168.20 term 1 from protocol static

set policy-options policy-statement send-static-192.168.20 term 1 from route-filter
192.168.20.0/24 orlonger

set policy-options policy-statement send-static-192.168.20 term 1 then accept

set routing-options static route 192.168.0.1/32 discard

set routing-options static route 192.168.20.1/32 discard

set routing-options router-id 1.1.1.1

set routing-options autonomous-system 17

Device R2 set interfaces fe-1/2/0 unit O description to-R1
set interfaces fe-1/2/0 unit O family inet address 10.10.10.2/30
set interfaces fe-1/2/1 unit O description to-R3
set interfaces fe-1/2/1 unit O family inet address 10.10.10.5/30
set interfaces loO unit O family inet address 2.2.2.2/32
set protocols bgp group internal-peers type internal
set protocols bgp group internal-peers local-address 2.2.2.2
set protocols bgp group internal-peers neighbor 3.3.3.3
set protocols bgp group internal-peers neighbor 1.1.1.1
set protocols bgp group internal-peers neighbor 4.4.4.4
set protocols ospf area 0.0.0.0 interface l00.0 passive
set protocols ospf area 0.0.0.0 interface fe-1/2/0.0
set protocols ospf area 0.0.0.0 interface fe-1/2/1.0
set routing-options router-id 2.2.2.2
set routing-options autonomous-system 17

Device R3 set interfaces fe-1/2/1 unit O description to-R2
set interfaces fe-1/2/1 unit O family inet address 10.10.10.6/30
set interfaces fe-1/2/2 unit O description to-R4
set interfaces fe-1/2/2 unit O family inet address 10.10.10.9/30
set interfaces loO unit O family inet address 3.3.3.3/32
set protocols bgp group internal-peers type internal
set protocols bgp group internal-peers local-address 3.3.3.3
set protocols bgp group internal-peers neighbor 2.2.2.2
set protocols bgp group internal-peers neighbor 1.1.1.1
set protocols bgp group internal-peers neighbor 4.4.4.4
set protocols ospf area 0.0.0.0 interface l00.0 passive
set protocols ospf area 0.0.0.0 interface fe-1/2/1.0
set protocols ospf area 0.0.0.0 interface fe-1/2/2.0
set routing-options router-id 3.3.3.3
set routing-options autonomous-system 17

Device R4 set interfaces fe-1/2/2 unit O description to-R3
set interfaces fe-1/2/2 unit O family inet address 10.10.10.10/30
set interfaces loO unit O family inet address 4.4.4.4/32
set protocols bgp group internal-peers type internal
set protocols bgp group internal-peers local-address 4.4.4.4
set protocols bgp group internal-peers neighbor 2.2.2.2
set protocols bgp group internal-peers neighbor 1.1.1.1
set protocols bgp group internal-peers neighbor 3.3.3.3
set protocols ospf area 0.0.0.0 interface l00.0 passive
set protocols ospf area 0.0.0.0 interface fe-1/2/2.0
set routing-options router-id 4.4.4.4
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set routing-options autonomous-system 17

Step-by-Step  The following example requires you to navigate various levels in the configuration
Procedure hierarchy. Forinformation about navigating the CLI, see Using the CL| Editor in Configuration
Mode in the CLI/ User Guide.

To configure an IS-IS default route policy:

1.

Configure the device interfaces.

[edit interfaces]
user@R1# set fe-1/2/0 unit O description to-R2
user@R1# set fe-1/2/0 unit O family inet address 10.10.10.1/30

user@R1# set loO unit O family inet address 1.1.1.1/32
Enable OSPF, or another interior gateway protocols (IGP), on the interfaces.

[edit protocols OSPF area 0.0.0.0]
user@R1# set interface l00.0 passive
user@R1# set interface fe-1/2/0.0

Configure static routes.

[edit routing-options]
user@R1# set static route 192.168.0.1/32 discard
user@R1# set static route 192.168.20.1/32 discard

Enable the routing policies.

[edit protocols policy-options]
user@R1# set policy-statement send-direct term 1 from protocol direct
user@R1# set policy-statement send-direct term 1then accept

user@R1# set policy-statement send-static-192.168.0 term 1 from protocol static

user@R1# set policy-statement send-static-192.168.0 term 1 from route-filter
192.168.0.0/24 orlonger

user@R1# set policy-statement send-static-192.168.0 term 1 then accept

user@R1# set policy-statement send-static-192.168.20 term 1 from protocol static

user@R1# set policy-statement send-static-192.168.20 term 1 from route-filter
192.168.20.0/24 orlonger

user@RI1# set policy-statement send-static-192.168.20 term 1 then accept

Configure BGP and apply the export policies.

[edit protocols bgp]

user@RI1# set local-address 1.1.1.1

user@R1# set group internal-peers type internal

user@R1# set group internal-peers export send-static-192.168.0

user@R1# set group internal-peers neighbor 2.2.2.2 export send-static-192.168.20
user@R1# set group internal-peers neighbor 3.3.3.3

user@R1# set group other-group type internal

user@RI1# set group other-group neighbor 4.4.4.4

Configure the router ID and autonomous system (AS) number.

[edit routing-options]
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user@R1# set router-id 1.1.1.1
user@R1# set autonomous-system 17

7. If you are done configuring the device, commit the configuration.

[edit]
user@R1# commit

Results

From configuration mode, confirm your configuration by issuing the show interfaces, show
protocols, show policy-options, and show routing-options commands. If the output does
not display the intended configuration, repeat the instructions in this example to correct
the configuration.

user@R1# show interfaces
fe-1/2/0 {
unit O {
description to-R2;
family inet {
address 10.10.10.1/30;
}
1
1
loO {
unit O {
family inet {
address 1.1.1.1/32;
1
1
1

user@R1# show protocols
bgp {
local-address 1.1.1.1;
export send-direct;
group internal-peers {
type internal;
export send-static-192.168.0;
neighbor2.2.2.2 {
export send-static-192.168.20;
1
neighbor 3.3.3.3;
1
group other-group {
type internal;
neighbor 4.4.4.4;
1
1
ospf {
area 0.0.0.0 {
interface 100.0 {
passive;
1
interface fe-1/2/0.0;

198 Copyright © 2013, Juniper Networks, Inc.



Chapter 5: BGP Policy Configuration

Verification

Purpose

}
}

user@R1# show policy-options
policy-statement send-direct {
term1{
from protocol direct;
then accept;
1
}
policy-statement send-static-192.168.0 {
term1{
from {
protocol static;
route-filter 192.168.0.0/24 orlonger;
}
then accept;
1
1
policy-statement send-static-192.168.20 {
term1{
from {
protocol static;
route-filter 192.168.20.0/24 orlonger;
}
then accept;
1
}

user@R1# show routing-options
static {
route 192.168.0.1/32 discard;
route 192.168.20.1/32 discard;
1
router-id 1.1.1.1;
autonomous-system 17;

Confirm that the configuration is working properly.

« Verifying BGP Route Learning on page 199
« Verifying BGP Route Receiving on page 201

Verifying BGP Route Learning

Make sure that the BGP export policies are working as expected by checking the routing
tables.
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Action user@R1> show route protocol direct

inet.0: 11 destinations, 11 routes (11 active, O holddown, O hidden)

+ = Active Route, - = Last Active, * = Both

1.1.1.1/32 *[Direct/0] 1d 22:19:47
> via 100.0

10.10.10.0/30 *[Direct/0] 1d 22:19:47

> via fe-1/2/0.0

user@R1> show route protocol static

inet.0: 11 destinations, 11 routes (11 active, O holddown, O hidden)

+ = Active Route, - = Last Active, * = Both

192.168.0.1/32 *[Static/5] 02:20:03
Discard

192.168.20.1/32 *[Static/5] 02:20:03
Discard

user@R2> show route protocol bgp
inet.0: 11 destinations, 11 routes (11 active, 0 holddown, O hidden)
+ = Active Route, - = Last Active, * = Both

192.168.20.1/32 *[BGP/170] 02:02:40, localpref 100, from 1.1.1.1
AS path: 1, validation-state: unverified
> to 10.10.10.1 via fe-1/2/0.0

user@R3> show route protocol bgp
inet.0: 11 destinations, 11 routes (11 active, O holddown, O hidden)
+ = Active Route, - = Last Active, * = Both

192.168.0.1/32 *[BGP/170] 02:02:51, localpref 100, from 1.1.1.1
AS path: 1, validation-state: unverified
> to 10.10.10.5 via fe-1/2/1.0

user@R4> show route protocol bgp
inet.0: 9 destinations, 11 routes (9 active, 0 holddown, O hidden)
+ = Active Route, - = Last Active, * = Both

1.1.1.1/32 [BGP/170] 1d 20:38:54, localpref 100, from 1.1.1.1
AS path: 1, validation-state: unverified
> to 10.10.10.9 via fe-1/2/2.0
10.10.10.0/30 [BGP/170] 1d 20:38:54, localpref 100, from 1.1.1.1
AS path: 1, validation-state: unverified
> to 10.10.10.9 via fe-1/2/2.0

Meaning On Device R1, the show route protocol direct command displays two direct routes: 1.1.1.1/32
and 10.10.10.0/30. The show route protocol static command displays two static routes:
192.168.0.1/32 and 192.168.20.1/32.

On Device R2, the show route protocol bgp commmand shows that the only route that
Device R2 has learned through BGP is the 192.168.20.1/32 route.

On Device R3, the show route protocol bgp command shows that the only route that
Device R3 has learned through BGP is the 192.168.0.1/32 route.
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On Device R4, the show route protocol bgp command shows that the only routes that
Device R4 has learned through BGP are the 1.1.1.1/32 and 10.10.10.0/30 routes.

Verifying BGP Route Receiving

Purpose Make sure that the BGP export policies are working as expected by checking the BGP
routes received from Device R1.
Action user@R2> show route receive-protocol bgp 1.1.1.1
inet.0: 11 destinations, 11 routes (11 active, 0 holddown, O hidden)

Prefix Nexthop MED Lclpref AS path
* 192.168.20.1/32 1.1.1.1 100 1

user@R3> show route receive-protocol bgp 1.1.1.1
inet.0: 11 destinations, 11 routes (11 active, O holddown, O hidden)

Prefix Nexthop MED Lclpref AS path
* 192.168.0.1/32 1.1.1.1 100 1

user@R4> show route receive-protocol bgp 1.1.1.1

inet.0: 9 destinations, 11 routes (9 active, 0 holddown, O hidden)

Prefix Nexthop MED Lclpref AS path
1.1.1.1/32 1.1.1.1 100 1
10.10.10.0/30 1.1.1.1 100 1

Meaning OnDevice R2, the routereceive-protocol bgp1.1.1.1 command shows that Device R2 received
only one BGP route, 192.168.20.1/32, from Device R1.

On Device R3, the route receive-protocol bgp 1.1.1.1 command shows that Device R3 received
only one BGP route, 192.168.0.1/32, from Device R1.

On Device R4, the route receive-protocol bgp 1.1.1.1 command shows that Device R4
received two BGP routes, 1.1.1.1/32 and 10.10.10.0/30, from Device R1.

In summary, when multiple policies are applied at different CLI hierarchies in BGP, only
the most specific application is evaluated, to the exclusion of other, less specific policy
applications. Although this point might seem to make sense, it is easily forgotten during
router configuration, when you mistakenly believe that a neighbor-level policy is combined
with a global or group-level policy, only to find that your policy behavior is not as
anticipated.

Related . Example: Configuring Policy Chains and Route Filters
Documentation « Example: Configuring a Policy Subroutine
« Example: Configuring Routing Policy Prefix Lists
. export on page 612

. import on page 632
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Example: Configuring BGP Interactions with IGPs

« Understanding Routing Policies on page 202
« Example: Injecting OSPF Routes into the BGP Routing Table on page 202

Understanding Routing Policies

Eachrouting policy is identified by a policy name. The name can contain letters, numbers,
and hyphens (-) and can be up to 255 characters long. To include spaces in the name,
enclose the entire name in double guotation marks. Each routing policy name must be
unigue within a configuration.

Once a policy is created and named, it must be applied before it is active. You apply
routing policies using the import and export statements at the protocols>protocol-name
level in the configuration hierarchy.

In the import statement, you list the name of the routing policy to be evaluated when
routes are imported into the routing table from the routing protocol.

In the export statement, you list the name of the routing policy to be evaluated when
routes are being exported from the routing table into a dynamic routing protocol. Only
active routes are exported from the routing table.

To specify more than one policy and create a policy chain, you list the policies using a
space as a separator. If multiple policies are specified, the policies are evaluated in the
order in which they are specified. As soon as an accept or reject action is executed, the
policy chain evaluation ends.

Example: Injecting OSPF Routes into the BGP Routing Table

This example shows how to create a policy that injects OSPF routes into the BGP routing
table.

« Requirements on page 202

« Overview on page 203

« Configuration on page 203

« Verification on page 205

« Troubleshooting on page 205

Requirements

Before you begin:

« Configure network interfaces.

. Configure external peer sessions. See “Example: Configuring External BGP
Point-to-Point Peer Sessions” on page 20.

. Configure interior gateway protocol (IGP) sessions between peers.

202
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Overview

In this example, you create a routing policy called injectpolicyl and a routing term called
injectterm]1. The policy injects OSPF routes into the BGP routing table.

Configuration

« Configuring the Routing Policy on page 203
» Configuring Tracing for the Routing Policy on page 204
Configuring the Routing Policy

CLIQuick To quickly configure this example, copy the following commands, paste them into a text
Configuration file, remove any line breaks, change any details necessary to match your network
configuration, and then copy and paste the commands into the CLI at the [edit] hierarchy
level.

set policy-options policy-statement injectpolicy1 term injectterm1 from protocol ospf
set policy-options policy-statement injectpolicyl term injectterm1 from area 0.0.0.1
set policy-options policy-statement injectpolicyl term injectterm1 then accept

set protocols bgp export injectpolicyl

Step-by-Step  The following example requires you to navigate various levels in the configuration
Procedure hierarchy. Forinformation about navigating the CLI, see Using the CLI Editor in Configuration
Mode in the CLI User Guide.

To inject OSPF routes into a BGP routing table:

1. Create the policy term.

[edit policy-options policy-statement injectpolicyl]
user@host# set term injectterm1

2. Specify OSPF as a match condition.

[edit policy-options policy-statement injectpolicyl term injectterm1]
user@host# set from protocol ospf

3.  Specify the routes from an OSPF area as a match condition.

[edit policy-options policy-statement injectpolicyl term injectterm1]
user@host# set from area 0.0.0.1

4. Specify that the route is to be accepted if the previous conditions are matched.

[edit policy-options policy-statement injectpolicyl term injectterm1]
user@host# set then accept

5. Apply the routing policy to BGP.

[edit]
user@host# set protocols bgp export injectpolicyl

Results Confirm your configuration by entering the show policy-options and show protocols bgp
commands from configuration mode. If the output does not display the intended
configuration, repeat the instructions in this example to correct the configuration.
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user@host# show policy-options
policy-statement injectpolicyl {
term injectterm1 {
from {
protocol ospf;
area 0.0.0.1;
}

then accept;
1
}

user@host# show protocols bgp
export injectpolicyl;

If you are done configuring the device, enter commit from configuration mode.

Configuring Tracing for the Routing Policy

CLIQuick To quickly configure this example, copy the following commands, paste them into a text
Configuration file, remove any line breaks, change any details necessary to match your network
configuration, and then copy and paste the commands into the CLI at the [edit] hierarchy
level.

set policy-options policy-statement injectpolicyl term injectterm1 then trace
set routing-options traceoptions file ospf-bgp-policy-log

set routing-options traceoptions file size 5m

set routing-options traceoptions file files 5

set routing-options traceoptions flag policy

Step-by-Step  The following example requires you to navigate various levels in the configuration
Procedure hierarchy. Forinformation about navigating the CLI, see Using the CL| Editor in Configuration
Mode in the CL/ User Guide.

1. Include a trace action in the policy.

[edit policy-options policy-statement injectpolicyl term injecttermi]
user@host# then trace

2. Configure the tracing file for the output.

[edit routing-options traceoptions]
user@host# set file ospf-bgp-policy-log
user@host# set file size 5m
user@host# set file files 5

user@host# set flag policy

Results Confirm your configuration by entering the show policy-options and show routing-options
commands from configuration mode. If the output does not display the intended
configuration, repeat the instructions in this example to correct the configuration.

user@host# show policy-options
policy-statement injectpolicyl {
term injectterm1 {
then {
trace;

}
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}
}

user@host# show routing-options
traceoptions {
file ospf-bgp-policy-log size 5m files 5;
flag policy;
1

If you are done configuring the device, enter commit from configuration mode.

Verification

Confirm that the configuration is working properly.

Verifying That the Expected BGP Routes Are Present

Purpose \Verify the effect of the export policy.

Action From operational mode, enter the show route command.

Troubleshooting

» Using the show log Command to Examine the Actions of the Routing Policy on page 205

Using the show log Command to Examine the Actions of the Routing Policy

Problem The routing table contains unexpected routes, or routes are missing from the routing
table.

Solution If you configure policy tracing as shown in this example, you can run the show log
ospf-bgp-policy-log command to diagnose problems with the routing policy. The show
log ospf-bgp-policy-log command displays information about the routes that the
injectpolicy1 policy term analyzes and acts upon.

Related . Understanding External BGP Peering Sessions on page 19

D tati
ocumentation BGP Configuration Overview

Example: Redistributing BGP Routes with a Specific Community Tag into IS-IS

« Understanding BGP Communities and Extended Communities as Routing Policy Match
Conditions on page 205

« Example: Redistributing BGP Routes with a Specific Community Tag into
IS-1S on page 207

Understanding BGP Communities and Extended Communities as Routing Policy Match
Conditions

A BGP community is a group of destinations that share a commmon property. Community
information is included as a path attribute in BGP update messages. This information
identifies community members and enables you to perform actions on a group without
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having to elaborate upon each member. You can use community and extended
communities attributes to trigger routing decisions, such as acceptance, rejection,
preference, or redistribution.

You can assign community tags to non-BGP routes through configuration (for static,
aggregate, or generated routes) or an import routing policy. These tags can then be
matched when BGP exports the routes.

A community value is a 32-bit field that is divided into two main sections. The first 16 bits
of the value encode the AS number of the network that originated the community, while
the last 16 bits carry a unigue number assigned by the AS. This system attempts to
guarantee a globally unigue set of community values for each AS in the Internet. Junos
OS uses a notation of as-number.community-value, where each value is a decimal number.
The AS values of O and 65,535 are reserved, as are all of the community values within
those AS numbers. Each community, or set of communities, is given a name within the
[edit policy-options] configuration hierarchy. The name of the community uniquely
identifies it to the routing device and serves as the method by which routes are categorized.
For example, a route with a community value of 64510:1111 might belong to the community
named AS64510-routes. The community name is also used within a routing policy as a
match criterion or as an action. The command syntax for creating a community is:
policy-options community name members [community-ids]. The community-ids are either
a single community value or multiple community values. When more than one value is
assigned to a community name, the routing device interprets this as a logical AND of the
community values. In other words, a route must have all of the configured values before
being assigned the community name.

Theregular community attribute is four octets. Networking enhancements, suchas VPNs,
have functionality requirements that can be satisfied by an attribute such as a community.
However, the 4-octet community value does not provide enough expansion and flexibility
toaccommodate VPN requirements. This leads to the creation of extended communities.
An extended community is an 8-octet value that is also divided into two main sections.
The first 2 octets of the community encode a type field while the last 6 octets carry a
unigue set of data in a format defined by the type field. Extended communities provide
a larger range for grouping or categorizing communities.

The BGP extended communities attribute format has three fields:
type:administrator:assigned-number. The routing device expects you to use the words
target or origin to represent the type field. The administrator field uses a decimal number
forthe AS or an IPv4 address, while the assigned number field expects a decimal number
no larger than the size of the field (65,535 for 2 octets or 4,294,967,295 for 4 octets).

When specifying community IDs for standard and extended community attributes, you
can use UNIX-style regular expressions. The only exception is for VPN import policies
(vrf-import), which do not support regular expressions for the extended communities
attribute.
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Example: Redistributing BGP Routes with a Specific Community Tag into IS-IS

This example defines a policy that takes BGP routes from the Edu community and places
them into IS-IS with a metric of 63.

« Requirements on page 207

« Overview on page 207

« Configuration on page 208

- Verification on page 214

Requirements

No special configuration beyond device initialization is required before configuring this
example.

Overview

Figure 20 on page 207 shows the topology used in this example.

Figure 20: Redistributing BGP Routes with a Specific Community Taginto
IS-1S
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In this example, Device A, Device B, Device C, and Device D are in autonomous system
(AS) 1and are running IS-IS. All of the AS 1 devices, except Device D, are running internal
BGP (IBGP).

Device Eisin AS 2 and has an external BGP (EBGP) peering session with Device C. Device
E has two static routes, 10.2.0.0/16 and 10.3.0.0/16. These routes are tagged with the
Edu 2:5 community attribute and are advertised by way of EBGP to Device C.

Device C accepts the BGP routes that are tagged with the Edu 2:5 community attribute,
redistributes the routes into IS-IS, and applies an I1S-IS metric of 63 to these routes.

“CLI Quick Configuration” on page 208 shows the configuration for all of the devices in
Figure 20 on page 207. The section “Step-by-Step Procedure” on page 209 describes the
steps on Device C and Device E.
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Configuration

CLIQuick To quickly configure this example, copy the following commands, paste them into a text
Configuration file, remove any line breaks, change any details necessary to match your network
configuration, and then copy and paste the commands into the CLI at the [edit] hierarchy
level.

Device A set interfaces fe-1/2/0 unit O family inet address 10.0.0.5/30
set interfaces fe-1/2/0 unit O family iso
set interfaces loO unit O family inet address 192.168.0.1/32
set interfaces loO unit O family iso address 49.0002.0192.0168.0001.00
set protocols bgp group int type internal
set protocols bgp group int local-address 192.168.0.1
set protocols bgp group int neighbor 192.168.0.2
set protocols bgp group int neighbor 192.168.0.3
set protocols isis interface fe-1/2/0.0 level 1 disable
set protocols isis interface l00.0
set routing-options router-id 192.168.0.1
set routing-options autonomous-system 1

Device B set interfaces fe-1/2/0 unit O family inet address 10.0.0.6/30
set interfaces fe-1/2/0 unit O family iso
set interfaces fe-1/2/1 unit O family inet address 10.0.0.9/30
set interfaces fe-1/2/1 unit O family iso
set interfaces loO unit O family inet address 192.168.0.2/32
set interfaces loO unit O family iso address 49.0002.0192.0168.0002.00
set protocols bgp group int type internal
set protocols bgp group int local-address 192.168.0.2
set protocols bgp group int neighbor 192.168.0.1
set protocols bgp group int neighbor 192.168.0.3
set protocols isis interface fe-1/2/0.0 level 1 disable
set protocols isis interface fe-1/2/1.0 level 1 disable
set protocols isis interface 100.0
set routing-options router-id 192.168.0.2
set routing-options autonomous-system 1

Device C set interfaces fe-1/2/0 unit O family inet address 10.0.0.10/30
set interfaces fe-1/2/0 unit O family iso
set interfaces fe-1/2/1 unit O family inet address 10.0.0.13/30
set interfaces fe-1/2/1 unit O family iso
set interfaces fe-1/2/2 unit O family inet address 10.0.0.25/30
set interfaces fe-1/2/2 unit O family iso
set interfaces loO unit O family inet address 192.168.0.3/32
set interfaces loO unit O family iso address 49.0002.0192.0168.0003.00
set protocols bgp group int type internal
set protocols bgp group int local-address 192.168.0.3
set protocols bgp group int neighbor 192.168.0.1
set protocols bgp group int neighbor 192.168.0.2
set protocols bgp group external-peers type external
set protocols bgp group external-peers export send-isis-and-direct
set protocols bgp group external-peers peer-as 2
set protocols bgp group external-peers neighbor 10.0.0.26
set protocols isis export Edu-to-isis
set protocols isis interface fe-1/2/0.0 level 1 disable
set protocols isis interface fe-1/2/1.0 level 1 disable
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set protocols isis interface fe-1/2/2.0 level 1 disable

set protocols isis interface fe-1/2/2.0 level 2 passive

set protocols isis interface l00.0

set policy-options policy-statement Edu-to-isis term 1 from protocol bgp

set policy-options policy-statement Edu-to-isis term 1 from community Edu

set policy-options policy-statement Edu-to-isis term 1 then metric 63

set policy-options policy-statement Edu-to-isis term 1 then accept

set policy-options policy-statement send-isis-and-direct term 1 from protocol isis

set policy-options policy-statement send-isis-and-direct term 1 from protocol direct

set policy-options policy-statement send-isis-and-direct term 1 from route-filter
10.0.0.0/16 orlonger

set policy-options policy-statement send-isis-and-direct term 1 from route-filter
192.168.0.0/16 orlonger

set policy-options policy-statement send-isis-and-direct term 1 then accept

set policy-options community Edu members 2:5

set routing-options router-id 192.168.0.3

set routing-options autonomous-system 1

Device D set interfaces fe-1/2/0 unit O family inet address 10.0.0.14/30
set interfaces fe-1/2/0 unit O family iso
set interfaces loO unit O family inet address 192.168.0.4/32
set interfaces loO unit O family iso address 49.0002.0192.0168.0004.00
set protocols isis interface fe-1/2/0.0 level 1 disable
set protocols isis interface 100.0
set routing-options router-id 192.168.0.4
set routing-options autonomous-system 1

Device E set interfaces fe-1/2/0 unit O family inet address 10.0.0.26/30
set interfaces loO unit 7 family inet address 192.168.0.5/32 primary
set interfaces loO unit 7 family inet address 10.2.0.1/32
set interfaces loO unit 7 family inet address 10.3.0.1/32
set protocols bgp group external-peers type external
set protocols bgp group external-peers export statics
set protocols bgp group external-peers peer-as 1
set protocols bgp group external-peers neighbor 10.0.0.25
set policy-options policy-statement statics from protocol static
set policy-options policy-statement statics then community add Edu
set policy-options policy-statement statics then accept
set policy-options community Edu members 2:5
set routing-options static route 10.2.0.0/16 reject
set routing-options static route 10.2.0.0/16 install
set routing-options static route 10.3.0.0/16 reject
set routing-options static route 10.3.0.0/16 install
set routing-options router-id 192.168.0.5
set routing-options autonomous-system 2

Step-by-Step  The following example requires you to navigate various levels in the configuration
Procedure hierarchy. Forinformation about navigating the CLI, see Using the CLI Editor in Configuration
Mode in the CLI User Guide.

To configure Device E:

1. Configure the interfaces.

[edit interfaces]
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Step-by-Step
Procedure

user@E# set fe-1/2/0 unit O family inet address 10.0.0.26/30
user@E# set loO unit 7 family inet address 192.168.0.5/32 primary
user@E# set loO unit 7 family inet address 10.2.0.1/32

user@E# set loO unit 7 family inet address 10.3.0.1/32

Configure the statics policy, which adds the Edu community attribute to the static
routes.

[edit policy-options]

user@E# set policy-statement statics from protocol static
user@E# set policy-statement statics then community add Edu
user@E# set policy-statement statics then accept

user@E# set community Edu members 2:5

Configure EBGP and apply the statics policy.

[edit protocols bgp group external-peers]

user@E# set type external

user@E# set export statics

user@E# set peer-as 1

user@E# set protocols bgp group external-peers neighbor 10.0.0.25

Configure the static routes.

[edit routing-options static]

user@E# set route 10.2.0.0/16 reject
user@E# set route 10.2.0.0/16 install
user@E# set route 10.3.0.0/16 reject
user@E# set route 10.3.0.0/16 install

Configure the router ID and the AS number.

[edit routing-options]
user@E# set router-id 192.168.0.5
user@E# set autonomous-system 2

The following example requires you to navigate various levels in the configuration
hierarchy. For information about navigating the CLI, see Using the CLI Editor in Configuration
Mode in the CLI User Guide.

To configure Device C:

1.

2.

Configure the interfaces.

[edit interfaces]

user@C# set fe-1/2/0 unit O family inet address 10.0.0.10/30

user@C# set fe-1/2/0 unit O family iso

user@C# set fe-1/2/1 unit O family inet address 10.0.0.13/30

user@C# set fe-1/2/1 unit O family iso

user@C# set fe-1/2/2 unit O family inet address 10.0.0.25/30

user@C# set fe-1/2/2 unit O family iso

user@C# set loO unit O family inet address 192.168.0.3/32

user@C# set loO unit O family iso address 49.0002.0192.0168.0003.00

Configure IBGP.

[edit protocols bgp group int]
user@C# set type internal
user@C# set local-address 192.168.0.3
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user@C# set neighbor 192.168.0.1
user@C# set neighbor 192.168.0.2

3. Configure the Edu-to-isis policy, which redistributes the Edu-tagged BGP routes
learned from Device E and applies a metric of 63.

[edit policy-options]

user@C# set policy-statement Edu-to-isis term 1 from protocol bgp
user@C# set policy-statement Edu-to-isis term 1 from community Edu
user@C# set policy-statement Edu-to-isis term 1 then metric 63
user@C# set policy-statement Edu-to-isis term 1then accept
user@C# set community Edu members 2:5

4, Enable IS-IS on the interfaces, and apply the Edu-to-isis policy.

[edit protocols isis]

user@C# set export Edu-to-isis

user@C# set interface fe-1/2/0.0 level 1 disable
user@C# set interface fe-1/2/1.0 level 1 disable
user@C# set interface fe-1/2/2.0 level 1 disable
user@C# set interface fe-1/2/2.0 level 2 passive
user@C# set interface l00.0

5. Configure the send-isis-and-direct policy, which redistributes routes to Device E,
through EBGP.

Without this policy, Device E would not have connectivity to the networks in AS 1.

[edit policy-options policy-statement send-isis-and-direct term 1]
user@C# set from protocol isis

user@C# set from protocol direct

user@C# set from route-filter 10.0.0.0/16 orlonger

user@C# set from route-filter 192.168.0.0/16 orlonger

user@C# set then accept

6. Configure EBGP and apply the send-isis-and-direct policy.

[edit protocols bgp group external-peers]
user@C# set type external

user@C# set export send-isis-and-direct
user@C# set peer-as 2

user@C# set neighbor 10.0.0.26

7. Configure the router ID and the autonomous system (AS) number.

[edit routing-options]
user@C# set router-id 192.168.0.3
user@C# set autonomous-system 1

Results From configuration mode, confirm your configuration by entering the show interfaces,
show protocols, show policy-options, and show routing-options commands. If the output
does not display the intended configuration, repeat the instructions in this example to
correct the configuration.

Device E user@E# show interfaces
fe-1/2/0 {
unit0 {
family inet {
address 10.0.0.26/30;
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}
1
}
lo0 {
unit 0 {
family inet {
address 192.168.0.5/32 {
primary;
}
address 10.2.0.1/32;
address 10.3.0.1/32;
}
1
1

user@E# show protocols
bgp {
group external-peers {
type external;
export statics;
peer-as;
neighbor 10.0.0.25;
1
}

user@E# show policy-options
policy-statement statics {
from protocol static;
then {
community add Edu;
accept;
1
1

community Edu members 2:5;

user@E# show routing-options
static {
route 10.2.0.0/16 {
reject;
install;
1
route 10.3.0.0/16 {
reject;
install;
1

1
router-id 192.168.0.5;

autonomous-system 2;

Device C user@C# show interfaces
fe-1/2/0 {
unit O {
family inet {
address 10.0.0.10/30;
}
family iso;

}
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1
fe-1/2/1{
unit 0 {
family inet {
address 10.0.0.13/30;
}
family iso;
1
}
fe-1/2/2 {
unit 0 {
family inet {
address 10.0.0.25/30;
}
family iso;
1
}
loO {
unit O {
family inet {
address 192.168.0.3/32;
}
family iso {
address 49.0002.0192.0168.0003.00;
}
1
}

user@C# show protocols
bgp {
group int {
type internal;
local-address 192.168.0.3;
neighbor 192.168.0.7;
neighbor 192.168.0.2;
1
group external-peers {
type external;
export send-isis-and-direct;
peer-as 2;
neighbor 10.0.0.26;
1
1
isis {
export Edu-to-isis;
interface fe-1/2/0.0 {
level 1disable;
1
interface fe-1/2/1.0 {
level 1disable;
1
interface fe-1/2/2.0 {
level 1disable;
level 2 passive;
1

interface l00.0;
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}

user@C# show policy-options
policy-statement Edu-to-isis {
term1{
from {
protocol bgp;
community Edu;
}
then {
metric 63;
accept;
}
1
1
policy-statement send-isis-and-direct {
term1{
from {
protocol [ isis direct ];
route-filter 10.0.0.0/16 orlonger;
route-filter 192.168.0.0/16 orlonger;
}
then accept;
1
1

community Edu members 2:5;

user@C# show routing-options
router-id 192.168.0.3;
autonomous-system 1;

If you are done configuring the device, enter commit from configuration mode.

Verification

Confirm that the configuration is working properly.

Verifying the IS-IS Neighbor

Purpose Verify that the BGP routes from Device E are communicated on the IS-IS network in AS
1.

Action From operational mode, enter the show route protocol isis command.

user@D> show route protocol isis
inet.0: 11 destinations, 11 routes (11 active, O holddown, O hidden)

+ = Active Route, - = Last Active, * = Both
10.0.0.4/30 *[1S-1S/18] 22:30:53, metric 30
> to 10.0.0.13 via fe-1/2/0.0
10.0.0.8/30 *[1S-1S/18] 22:30:53, metric 20
> to 10.0.0.13 via fe-1/2/0.0
10.0.0.24/30 *[1S-1S/18] 03:31:21, metric 20
> to 10.0.0.13 via fe-1/2/0.0
10.2.0.0/16 *[1S-1S/165] 02:36:31, metric 73
> to 10.0.0.13 via fe-1/2/0.0
10.3.0.0/16 *[1S-1S/165] 02:36:31, metric 73

> to 10.0.0.13 via fe-1/2/0.0
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192.168.0.1/32 *[1S-1S/18] 03:40:28, metric 30
> to 10.0.0.13 via fe-1/2/0.0
192.168.0.2/32 *[1S-1S/18] 22:30:53, metric 20
> to 10.0.0.13 via fe-1/2/0.0
192.168.0.3/32 *[1S-1S/18] 22:30:53, metric 10

> to 10.0.0.13 via fe-1/2/0.0

iso.0: 1 destinations, 1 routes (1 active, 0 holddown, O hidden)

Meaning As expected, the 10.2.0.0/16 and 10.3.0.0/16 routes are in Device D’s routing table as
|S-IS external routes with a metric of 73. If Device C had not added 63 to the metric,
Device D would have a metric of 10 for these routes.

Related . Example: Redistributing OSPF Routes into IS-IS
Documentation

Example: Configuring BGP Route Advertisement

« Understanding Route Advertisement on page 215

« Example: Configuring BGP Prefix-Based Outbound Route Filtering on page 219

Understanding Route Advertisement

All routing protocols use the Junos OS routing table to store the routes that they learn
and to determine which routes they should advertise in their protocol packets. Routing
policy allows you to control which routes the routing protocols store in and retrieve from
the routing table. For information about routing policy, see the Routing Policy Feature
Guide for Routing Devices.

When configuring BGP routing policy, you can perform the following tasks:

« Applying Routing Policy on page 215

. Setting BGP to Advertise Inactive Routes on page 216

« Configuring BGP to Advertise the Best External Route to Internal Peers on page 217
« Configuring How Often BGP Exchanges Routes with the Routing Table on page 218

« Disabling Suppression of Route Advertisements on page 219

Applying Routing Policy

You define routing policy at the [edit policy-options] hierarchy level. To apply policies
you have defined for BGP, include the import and export statements within the BGP
configuration.

You can apply policies as follows:

. BGP global import and export statements—Include these statements at the [edit
protocols bgp] hierarchy level (for routing instances, include these statements at the
[edit routing-instances routing-instance-name protocols bgp] hierarchy level).

. Group import and export statements—Include these statements at the [edit protocols
bgp group group-name] hierarchy level (for routing instances, include these statements
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at the [edit routing-instances routing-instance-name protocols bgp group group-name]
hierarchy level).

« Peerimport and export statements—Include these statements at the [edit protocols
bgp group group-name neighbor address] hierarchy level (for routing instances, include
these statements at the [edit routing-instances routing-instance-name protocols bgp
group group-name neighbor address] hierarchy level).

A peer-level import or export statement overrides a group import or export statement. A
group-level import or export statement overrides a global BGP import or export statement.

To apply policies, see the following sections:

« Applying Policies to Routes Being Imported into the Routing Table from BGP on page 216
« Applying Policies to Routes Being Exported from the Routing Table into BGP on page 216
Applying Policies to Routes Being Imported into the Routing Table from BGP

To apply policy to routes being imported into the routing table from BGP, include the
import statement, listing the names of one or more policies to be evaluated:

import [ policy-names 1;

For a list of hierarchy levels at which you can include this statement, see the statement
summary section for this statement.

If you specify more than one policy, they are evaluated in the order specified, from first
to last, and the first matching filter is applied to the route. If no match is found, BGP
places into the routing table only those routes that were learned from BGP routing devices.

Applying Policies to Routes Being Exported from the Routing Table into BGP

To apply policy to routes being exported from the routing table into BGP, include the
export statement, listing the names of one or more policies to be evaluated:

export [ policy-names ];
For a list of hierarchy levels at which you can include this statement, see the statement

summary section for this statement.

If you specify more than one policy, they are evaluated in the order specified, from first
to last, and the first matching filter is applied to the route. If no routes match the filters,
the routing table exports into BGP only the routes that it learned from BGP.

Setting BGP to Advertise Inactive Routes

By default, BGP stores the route information it receives from update messages in the
Junos OS routing table, and the routing table exports only active routes into BGP, which
BGP then advertises to its peers. To have the routing table export to BGP the best route
learned by BGP even if Junos OS did not select it to be an active route, include the
advertise-inactive statement:

advertise-inactive;

For a list of hierarchy levels at which you can include this statement, see the statement
summary section for this statement.
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Configuring BGP to Advertise the Best External Route to Internal Peers

In general, deployed BGP implementations do not advertise the external route with the
highest local preference value to internal peers unless it is the best route. Although this
behavior was required by an earlier version of the BGP version 4 specification, RFC 1771,
it was typically not followed in order to minimize the amount of advertised information
and to prevent routing loops. However, there are scenarios in which advertising the best
external route is beneficial, in particular, situations that can result in IBGP route oscillation.

In Junos OS Release 9.3 and later, you can configure BGP to advertise the best external
routeintoaninternal BGP (IBGP) mesh group, a route reflector cluster, oran autonomous
system (AS) confederation, even when the best route is an internal route.

0 NOTE: In order to configure the advertise-external statement on a route
reflector, you must disable intracluster reflection with the no-client-reflect
statement.

When a routing device is configured as a route reflector for a cluster, a route advertised
by the route reflector is considered internal if it is received from an internal peer with the
same cluster identifier or if both peers have no cluster identifier configured. A route
received from an internal peer that belongs to another cluster, that is, with a different
cluster identifier, is considered external.

In a confederation, when advertising a route to a confederation border router, any route
from a different confederation sub-AS is considered external.

You can also configure BGP to advertise the external route only if the route selection
process reaches the point where the multiple exit discriminator (MED) metric is evaluated.
As aresult, an external route with an AS path worse (that is, longer) than that of the
active path is not advertised.

Junos OS also provides support for configuring a BGP export policy that matches on the
state of an advertised route. You can match on either active or inactive routes. For more
information, see the Routing Policy Feature Guide for Routing Devices.

To configure BGP to advertise the best external path to internal peers, include the
advertise-external statement:

advertise-external;

e NOTE: The advertise-external statement is supported at both the group and
neighbor level. If you configure the statement at the neighbor level, you must
configure it for all neighbors in a group. Otherwise, the group is automatically
split into different groups.

For a complete list of hierarchy levels at which you can configure this
statement, see the statement summary section for this statement.
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To configure BGP to advertise the best external path only if the route selection process
reaches the point where the MED value is evaluated, include the conditional statement:

advertise-external {
conditional;

}

For a complete list of hierarchy levels at which you can configure this statement, see the
statement summary section for this statement.

Configuring How Often BGP Exchanges Routes with the Routing Table

BGP stores the route information it receives from update messages in the routing table,
and the routing table exports active routes from the routing table into BGP. BGP then
advertises the exported routes to its peers. By default, the exchange of route information
between BGP and the routing table occurs immediately after the routes are received.
This immediate exchange of route information might cause instabilities in the network
reachability information. To guard against this, you can delay the time between when
BGP and the routing table exchange route information.

To configure how often BGP and the routing table exchange route information, include
the out-delay statement:

out-delay seconds;

By default, the routing table retains some of the route information learned from BGP. To
have the routing table retain all or none of this information, include the keep statement:

keep (all | none);
Forallist of hierarchy levels at which you caninclude these statements, see the statement

summary sections for these statements.

Therouting table canretain the route information learned from BGP in one of the following
ways:

« Default (omit the keep statement)—Keep all route information that was learned from
BGP, except for routes whose AS path is looped and whose loop includes the local AS.

. keep all—Keep all route information that was learned from BGP.

. keep none—Discard routes that were received from a peer and that were rejected by
import policy or other sanity checking, such as AS path or next hop. When you configure
keep none for the BGP session and the inbound policy changes, Junos OS forces
readvertisement of the full set of routes advertised by the peer.

In an AS path healing situation, routes with looped paths theoretically could become
usable during a soft reconfiguration when the AS path loop limit is changed. However,
there is a significant memory usage difference between the default and keep all.

Consider the following scenarios:

« A peer readvertises routes back to the peer from which it learned them.
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This can happen in the following cases:

- Another vendor's routing device advertises the routes back to the sending peer.

- The Junos OS peer’s default behavior of not readvertising routes back to the sending
peer is overridden by configuring advertise-peer-as.

« A provider edge (PE) routing device discards any VPN route that does not have any of
the expected route targets.

When keep all is configured, the behavior of discarding routes received in the above
scenarios is overridden.

Disabling Suppression of Route Advertisements

Junos OS does not advertise the routes learned from one EBGP peer back to the same
external BGP (EBGP) peer. In addition, the software does not advertise those routes back
to any EBGP peers that are in the same AS as the originating peer, regardless of the
routing instance. You can modify this behavior by including the advertise-peer-as
statement in the configuration. To disable the default advertisement suppression, include
the advertise-peer-as statement:

advertise-peer-as;

e NOTE: The route suppression default behavior is disabled if the as-override
statement is included in the configuration.

If you include the advertise-peer-as statement in the configuration, BGP advertises the
route regardless of this check.

To restore the default behavior, include the no-advertise-peer-as statement in the
configuration:
no-advertise-peer-as;

If you include both the as-override and no-advertise-peer-as statements in the
configuration, the no-advertise-peer-as statement is ignored. You can include these
statements at multiple hierarchy levels.

Forallist of hierarchy levels at which you caninclude these statements, see the statement
summary section for these statements.

Example: Configuring BGP Prefix-Based Outbound Route Filtering

This example shows how to configure a Juniper Networks router to accept route filters
from remote peers and perform outbound route filtering using the received filters.

« Requirements on page 220

« Overview on page 220

» Configuration on page 220

« Verification on page 222
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CLI Quick
Configuration

PE1

Requirements

Before you begin:

« Configure the router interfaces.

. Configure an interior gateway protocol (IGP).

Overview

You can configure a BGP peer to accept route filters from remote peers and perform
outbound route filtering using the received filters. By filtering out unwanted updates, the
sending peer saves resources needed to generate and transmit updates, and the receiving
peer saves resources needed to process updates. This feature can be useful, for example,
in a virtual private network (VPN) in which subsets of customer edge (CE) devices are
not capable of processing all the routes in the VPN. The CE devices can use prefix-based
outbound route filtering to communicate to the provider edge (PE) routing device to
transmit only a subset of routes, such as routes to the main data centers only.

The maximum number of prefix-based outbound route filters that a BGP peer can accept
is 5000. If aremote peer sends more than 5000 outbound route filters to a peer address,
the additional filters are discarded, and a system log message is generated.

You can configure interoperability for the routing device as a whole or for specific BGP
groups or peers only.

Topology

In the sample network, Device CElis a router from another vendor. The configuration
shown in this example is on Juniper Networks Router PET.

Figure 21 on page 220 shows the sample network.

Figure 21: BGP Prefix-Based Outbound Route Filtering

Other Vendor

g041113

Configuration

To quickly configure this example, copy the following commands, paste them into a text
file, remove any line breaks, change any details necessary to match your network
configuration, and then copy and paste the commands into the CLI at the [edit] hierarchy
level.

set protocols bgp group cisco-peers type external
set protocols bgp group cisco-peers description “to CE1”
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set protocols bgp group cisco-peers local-address 192.168.165.58

set protocols bgp group cisco-peers peer-as 35

set protocols bgp group cisco-peers outbound-route-filter bgp-orf-cisco-mode

set protocols bgp group cisco-peers outbound-route-filter prefix-based accept inet
set protocols bgp group cisco-peers neighbor 192.168.165.56

set routing-options autonomous-system 65500

Step-by-Step  The following example requires that you navigate various levels in the configuration
Procedure hierarchy. Forinformation about navigating the CLI, see Using the CL| Editor in Configuration
Mode in the CL/ User Guide.

To configure Router PE1 to accept route filters from Device CE1 and perform outbound
route filtering using the received filters:

1. Configure the local autonomous system.

[edit routing-options]
user@PE1# set autonomous-system 65500

2. Configure external peering with Device CE].

[edit protocols bgp group cisco-peers]
user@PET# set type external

user@PE1# set description “to CE1”
user@PE1# set local-address 192.168.165.58
user@PE1# set peer-as 35

user@PET# set neighbor 192.168.165.56

3.  Configure Router PE1 to accept IPv4 route filters from Device CE1 and perform
outbound route filtering using the received filters.

[edit protocols bgp group cisco-peers]
user@PET# set outbound-route-filter prefix-based accept inet

4, (Optional) Enable interoperability with routing devices that use the vendor-specific
compatibility code of 130 for outbound route filters and the code type of 128.

The IANA standard code is 3, and the standard code type is 64.

[edit protocols bgp group cisco-peers]
user@PET# set outbound-route-filter bgp-orf-cisco-mode

Results From configuration mode, confirm your configuration by entering the show protocols and
show routing-options commands. If the output does not display the intended configuration,
repeat the instructions in this example to correct the configuration.

user@PE1# show protocols
group cisco-peers {
type external;
description “to CE1”;
local-address 192.168.165.58;
peer-as 35;
outbound-route-filter {
bgp-orf-cisco-mode;
prefix-based {
accept {
inet;
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}
}

1
neighbor 192.168.165.56;

}

user@PET# show routing-options
autonomous-system 65500;

If you are done configuring the device, enter commit from configuration mode.

Verification

Confirm that the configuration is working properly.
« Verifying the Outbound Route Filter on page 222
« Verifying the BGP Neighbor Mode on page 222

Verifying the Outbound Route Filter

Purpose Display information about the prefix-based outbound route filter received from Device CE1.

Action From operational mode, enter the show bgp neighbor orf detail command.

user@PE1> show bgp neighbor orf 192.168.165.56 detail
Peer: 192.168.165.56 Type: External
Group: cisco-peers

inet-unicast

Filter updates recv: 4 Immediate: 0
Filter: prefix-based receive
Updates recv: 4

Received filter entries:
seq 10 2.2.0.0/16 deny minlen O maxlen O
seq 20 3.3.0.0/16 deny minlen 24 maxlen O
seq 30 4.4.0.0/16 deny minlen 0 maxlen 28
seq 40 5.5.0.0/16 deny minlen 24 maxlen 28

Verifying the BGP Neighbor Mode

Purpose Verify that the bgp-orf-cisco-mode setting is enabled for the peer by making sure that
the ORFCiscoMode option is displayed in the show bgp neighbor command output.

Action From operational mode, enter the show bgp neighbor command.

user@PE1> show bgp neighbor

Peer: 192.168.165.56 AS 35 Local: 192.168.165.58 AS 65500
Type: External State: Active Flags: <>
Last State: Idle Last Event: Start

Last Error: None

Export: [ adv_stat ]

Options: <Preference LocalAddress AddressFamily PeerAS Refresh>
Options: <ORF ORFCiscoMode>

Address families configured: inet-unicast

Local Address: 192.168.165.58 Holdtime: 90 Preference: 170
Number of flaps: 0O

Trace options: detail open detail refresh
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Trace file: /var/log/orf size 5242880 files 20

Related . Understanding External BGP Peering Sessions on page 19

Documentation « BGP Configuration Overview

Example: Configuring EBGP Multihop

« Understanding BGP Multihop on page 223
« Example: Configuring EBGP Multihop Sessions on page 223

Understanding BGP Multihop

When external BGP (EBGP) peers are not directly connected to each other, they must
cross one or more non-BGP routers to reach each other. Configuring multihop EBGP
enables the peers to pass through the other routers to form peer relationships and
exchange update messages. This type of configuration is typically used when a Juniper
Networks routing device needs to run EBGP with a third-party router that does not allow
direct connection of the two EBGP peers. EBGP multihop enables a neighbor connection
between two EBGP peers that do not have a direct connection.

Example: Configuring EBGP Multihop Sessions

This example shows how to configure an external BGP (EBGP) peer that is more than
one hop away from the local router. This type of session is called a multihop BGP session.
« Requirements on page 223

« Overview on page 223

« Configuration on page 224

« Verification on page 230

Requirements

No special configuration beyond device initialization is required before you configure this
example.

Overview

The configuration to enable multihop EBGP sessions requires connectivity between the
two EBGP peers. This example uses static routes to provide connectivity between the
devices.

Unlike directly connected EBGP sessions in which physical address are typically used in
the neighbor statements, you must use loopback interface addresses for multihop EBGP
by specifying the loopback interface address of the indirectly connected peer. In this way,
EBGP multihop is similar to internal BGP (IBGP).

Finally, you must add the multihop statement. Optionally, you can set a maximum
time-to-live (TTL) value with the ttl statement. The TTL is carried in the IP header of
BGP packets. If you do not specify a TTL value, the system’s default maximum TTL value
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is used. The default TTL value is 64 for multihop EBGP sessions. Another option is to
retain the BGP next-hop value for route advertisements by including the
no-nexthop-change statement.

Figure 22 on page 224 shows a typical EBGP multihop network.

Device C and Device E have an established EBGP session. Device D is not a BGP-enabled
device. All of the devices have connectivity via static routes.

Figure 22: Typical Network with EBGP Multihop Sessions
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Configuration

CLIQuick To quickly configure this example, copy the following commands, paste them into a text
Configuration file, remove any line breaks, change any details necessary to match your network
configuration, and then copy and paste the commands into the CLI at the [edit] hierarchy
level.

Device C set interfaces fe-1/2/0 unit 9 description to-D
set interfaces fe-1/2/0 unit 9 family inet address 10.10.10.9/30
set interfaces loO unit 3 family inet address 192.168.40.4/32
set protocols bgp group external-peers type external
set protocols bgp group external-peers multihop ttl 2
set protocols bgp group external-peers local-address 192.168.40.4
set protocols bgp group external-peers export send-static
set protocols bgp group external-peers peer-as 18
set protocols bgp group external-peers neighbor 192.168.6.7
set policy-options policy-statement send-static term 1 from protocol static
set policy-options policy-statement send-static term 1 then accept
set routing-options static route 10.10.10.14/32 next-hop 10.10.10.10
set routing-options static route 192.168.6.7/32 next-hop 10.10.10.10
set routing-options router-id 192.168.40.4
set routing-options autonomous-system 17

Device D set interfaces fe-1/2/0 unit 10 description to-C
set interfaces fe-1/2/0 unit 10 family inet address 10.10.10.10/30
set interfaces fe-1/2/1 unit 13 description to-E
set interfaces fe-1/2/1 unit 13 family inet address 10.10.10.13/30
set interfaces loO unit 4 family inet address 192.168.6.6/32
set routing-options static route 192.168.40.4/32 next-hop 10.10.10.9
set routing-options static route 192.168.6.7/32 next-hop 10.10.10.14
set routing-options router-id 192.168.6.6
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Device E set interfaces fe-1/2/0 unit 14 description to-D
set interfaces fe-1/2/0 unit 14 family inet address 10.10.10.14/30
set interfaces loO unit 5 family inet address 192.168.6.7/32
set protocols bgp group external-peers multihop ttl 2
set protocols bgp group external-peers local-address 192.168.6.7
set protocols bgp group external-peers export send-static
set protocols bgp group external-peers peer-as 17
set protocols bgp group external-peers neighbor 192.168.40.4
set policy-options policy-statement send-static term 1 from protocol static
set policy-options policy-statement send-static term 1 then accept
set routing-options static route 10.10.10.8/30 next-hop 10.10.10.13
set routing-options static route 192.168.40.4/32 next-hop 10.10.10.13
set routing-options router-id 192.168.6.7
set routing-options autonomous-system 18

Device C

Step-by-Step The following example requires you to navigate various levels in the configuration
Procedure hierarchy. Forinformation about navigating the CLI, see Using the CLI Editor in Configuration
Mode in the CLI User Guide.

To configure Device C:

1. Configure the interface to the directly connected device (to-D), and configure the
loopback interface.

[edit interfaces fe-1/2/0 unit 9]
user@C# set description to-D
user@C# set family inet address 10.10.10.9/30

[edit interfaces loO unit 3]
user@C# set family inet address 192.168.40.4/32

2. Configure an EBGP session with Device E.
The neighbor statement points to the loopback interface on Device E.

[edit protocols bgp group external-peers]
user@C# set type external

user@C# set local-address 192.168.40.4
user@C# set export send-static
user@C# set peer-as 18

user@C# set neighbor 192.168.6.7

3.  Configure the multihop statement to enable Device C and Device E to become EBGP
peers.

Because the peers are two hops away from each other, the example uses the ttl 2
statement.

[edit protocols bgp group external-peers]
user@C# set multihop ttl 2

4, Configure connectivity to Device E, using static routes.

You must configure a route to both the loopback interface address and to the
address on the physical interface.
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[edit routing-options]

user@C# set static route 10.10.10.14/32 next-hop 10.10.10.10
user@C# set static route 192.168.6.7/32 next-hop 10.10.10.10

5.  Configure the local router ID and the autonomous system (AS) number.

[edit routing-options]

user@C# set router-id 192.168.40.4
user@C# set autonomous-system 17

6. Configure a policy that accepts direct routes.

Other useful options for this scenario might be to accept routes learned through

OSPF or local routes.

[edit policy-options policy-statement send-static term 1]

user@C# set from protocol static

user@C# set then accept

Results From configuration mode, confirm your configuration by entering the show interfaces,
show protocols, show policy-options, and show routing-options commands. If the output
does not display the intended configuration, repeat the instructions in this example to

correct the configuration.

user@C# show interfaces
fe-1/2/0{
unit9 {
description to-D;
family inet {
address 10.10.10.9/30;
}
1
1
loO {
unit3{
family inet {
address 192.168.40.4/32;
}
1
1

user@C# show protocols
bgp {
group external-peers {
type external;
multihop {
ttl 2;
}
local-address 192.168.40.4;
export send-static;
peer-as 18;
neighbor 192.168.6.7,
1
1

user@C# show policy-options
policy-statement send-static {
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term1{
from protocol static;
then accept;
1
}

user@C# show routing-options

static {
route 10.10.10.14/32 next-hop 10.10.10.10;
route 192.168.6.7/32 next-hop 10.10.10.10;

1
router-id 192.168.40.4;
autonomous-system 17;

If you are done configuring the device, enter commit from configuration mode.
Repeat these steps for all BFD sessions in the topology.

Configuring Device D

Step-by-Step  The following example requires you to navigate various levels in the configuration
Procedure hierarchy. Forinformation about navigating the CLI, see Using the CLI Editor in Configuration
Mode in the CLI User Guide.

To configure Device D:

1. Set the CLI to Device D.
user@host> set cli logical-system D

2. Configure the interfaces to the directly connected devices, and configure a loopback
interface.

[edit interfaces fe-1/2/0 unit 10]
user@D# set description to-C
user@D# set family inet address 10.10.10.10/30

[edit interfaces fe-1/2/1 unit 13]
user@D# set description to-E
user@D# set family inet address 10.10.10.13/30

[edit interfaces loO unit 4]
user@D# set family inet address 192.168.6.6/32

3.  Configure connectivity to the other devices using static routes to the loopback
interface addresses.

On Device D, you do not need static routes to the physical addresses because Device
D is directly connected to Device C and Device E.

[edit routing-options]
user@D# set static route 192.168.40.4/32 next-hop 10.10.10.9
user@D# set static route 192.168.6.7/32 next-hop 10.10.10.14

4. Configure the local router ID.

[edit routing-options]
user@D# set router-id 192.168.6.6
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Results From configuration mode, confirm your configuration by entering the show interfaces and
show routing-options commmands. If the output does not display the intended configuration,
repeat the instructions in this example to correct the configuration.

user@D# show interfaces
fe-1/2/0 {
unit10 {
description to-C;
family inet {
address 10.10.10.10/30;
}
1
}
fe-1/2/11
unit13 {
description to-E;
family inet {
address 10.10.10.13/30;
}
1
}
loO {
unit 4 {
family inet {
address 192.168.6.6/32;
}
1
1

user@D# show protocols

user@D# show routing-options

static {
route 192.168.40.4/32 next-hop 10.10.10.9;
route 192.168.6.7/32 next-hop 10.10.10.14;

1
router-id 192.168.6.6;

If you are done configuring the device, enter commit from configuration mode.
Repeat these steps for all BFD sessions in the topology.

Configuring Device E

Step-by-Step  The following example requires you to navigate various levels in the configuration
Procedure hierarchy. Forinformation about navigating the CLI, see Using the CLI Editor in Configuration
Mode in the CL/ User Guide.

To configure Device E:

1. Set the CLI to Device E.
user@host> set cli logical-system E

2. Configure the interface to the directly connected device (to-D), and configure the
loopback interface.

[edit interfaces fe-1/2/0 unit 14]
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user@E# set description to-D
user@E# set family inet address 10.10.10.14/30

[edit interfaces loO unit 5]
user@E# set family inet address 192.168.6.7/32

3. Configure an EBGP session with Device E.
The neighbor statement points to the loopback interface on Device C.

[edit protocols bgp group external-peers]
user@E# set local-address 192.168.6.7
user@E# set export send-static
user@E# set peer-as 17

user@E# set neighbor 192.168.40.4

4, Configure the multihop statement to enable Device C and Device E to become EBGP
peers.

Because the peers are two hops away from each other, the example uses the ttl 2
statement.

[edit protocols bgp group external-peers]
user@E# set multihop ttl 2

5. Configure connectivity to Device E, using static routes.

You must configure a route to both the loopback interface address and to the
address on the physical interface.

[edit routing-options]
user@E# set static route 10.10.10.8/30 next-hop 10.10.10.13
user@E# set static route 192.168.40.4/32 next-hop 10.10.10.13

6. Configure the local router ID and the autonomous system (AS) number.

[edit routing-options]
user@E# set router-id 192.168.6.7
user@E# set autonomous-system 18

7. Configure a policy that accepts direct routes.

Other useful options for this scenario might be to accept routes learned through
OSPF or local routes.

[edit policy-options policy-statement send-static term 1]
user@E# set from protocol static
user@E# set then accept

Results From configuration mode, confirm your configuration by entering the show interfaces,
show protocols, show policy-options, and show routing-options commands. If the output
does not display the intended configuration, repeat the instructions in this example to
correct the configuration.

user@E# show interfaces
fe-1/2/0 {
unit14 {
description to-D;
family inet {
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Purpose

address 10.10.10.14/30;
}
1
}
lo0 {
unit5{
family inet {
address 192.168.6.7/32;
}
1
}

user@E# show protocols
bgp {
group external-peers {
multihop {
ttl 2;
}
local-address 192.168.6.7;
export send-static;
peer-as 17;
neighbor 192.168.40.4;
1
}

user@E# show policy-options
policy-statement send-static {
term1{
from protocol static;
then accept;
1
1

user@E# show routing-options
static {
route 10.10.10.8/30 next-hop 10.10.10.13;
route 192.168.40.4/32 next-hop 10.10.10.13;
}
router-id 192.168.6.7;
autonomous-system 18;

If you are done configuring the device, enter commit from configuration mode.

Verification

Confirm that the configuration is working properly.

« Verifying Connectivity on page 230

« Verifying That BGP Sessions Are Established on page 231
« Viewing Advertised Routes on page 232

Verifying Connectivity

Make sure that Device C can ping Device E, specifying the loopback interface address as
the source of the ping request.
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The loopback interface address is the source address that BGP will use.

Action From operational mode, enter the ping 10.10.10.14 source 192.168.40.4 command from
Device C, and enter the ping 10.10.10.9 source 192.168.6.7 command from Device E.

user@C> ping 10.10.10.14 source 192.168.40.4

PING 10.10.10.14 (10.10.10.14): 56 data bytes

64 bytes from 10.10.10.14: icmp_seq=0 ttl=63 time=1.262 ms
64 bytes from 10.10.10.14: icmp_seq=1 ttl=63 time=1.202 ms
~C

--- 10.10.10.14 ping statistics ---

2 packets transmitted, 2 packets received, 0% packet loss
round-trip min/avg/max/stddev = 1.202/1.232/1.262/0.030 ms

user@E> ping10.10.10.9 source 192.168.6.7

PING 10.10.10.9 (10.10.10.9): 56 data bytes

64 bytes from 10.10.10.9: icmp_seq=0 ttl=63 time=1.255 ms
64 bytes from 10.10.10.9: icmp_seq=1 ttl=63 time=1.158 ms
~C

--- 10.10.10.9 ping statistics ---

2 packets transmitted, 2 packets received, 0% packet loss
round-trip min/avg/max/stddev = 1.158/1.206/1.255/0.049 ms

Meaning The static routes are working if the pings work.

Verifying That BGP Sessions Are Established

Purpose Verify that the BGP sessions are up.

Action From operational mode, enter the show bgp summary command.

user@C> show bgp summary

Groups: 1 Peers: 1 Down peers: O

Table Tot Paths Act Paths Suppressed History Damp State Pending
inet.0 2 0 0 0 0 0
Peer AS InPkt OutPkt OoutQ Flaps Last Up/Dwn
State|#Active/Received/Accepted/Damped. . .

192.168.6.7 18 147 147 0 1 1:04:27
0/2/2/0 0/0/0/0

user@eE> show bgp summary

Groups: 1 Peers: 1 Down peers: O

Table Tot Paths Act Paths Suppressed History Damp State Pending
inet.0 2 0 0 0 0 0
Peer AS InPkt OutPkt OoutQ Flaps Last Up/Dwn
State|#Active/Received/Accepted/Damped. ..

192.168.40.4 17 202 202 0 1 1:02:18
0/2/2/0 0/0/0/0

Meaning The output shows that both devices have one peer each. No peers are down.
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Purpose

Action

Meaning

Related
Documentation

Viewing Advertised Routes

Check to make sure that routes are being advertised by BGP.

From operational mode, enter the show route advertising-protocol bgp neighbor command.

user@C> show route advertising-protocol bgp 192.168.6.7

inet.0: 5 destinations, 7 routes (5 active, 0 holddown, O hidden)

Prefix Nexthop MED Lclpref AS path
* 10.10.10.14/32 Self 1
* 192.168.6.7/32 Self 1
user@E> show route advertising-protocol bgp 192.168.40.4
inet.0: 5 destinations, 7 routes (5 active, 0 holddown, O hidden)

Prefix Nexthop MED Lclpref AS path
* 10.10.10.8/30 Self 1
* 192.168.40.4/32 Self 1

The send-static routing policy is exporting the static routes from the routing table into
BGP. BGP is advertising these routes between the peers because the BGP peer session
is established.

. Examples: Configuring External BGP Peering on page 19

« BGP Configuration Overview

Example: Configuring BGP Route Preference (Administrative Distance)

« Understanding Route Preference Values on page 232

. Example: Configuring the Preference Value for BGP Routes on page 234

Understanding Route Preference Values

The Junos OS routing protocol process assigns a default preference value (also known
as an administrative distance) to each route that the routing table receives. The default
value depends on the source of the route. The preference value is a value from O
through 4,294,967,295 (232 —1), with a lower value indicating a more preferred route.
Table 4 on page 232 lists the default preference values.

Table 4: Default Route Preference Values

Default
Preference

Statement to Modify Default Preference

How Route Is Learned

Directly connected network O -

System routes 4 —

Static and Static LSPs 5 static
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Table 4: Default Route Preference Values (continued)

How Route Is Learned

Default
Preference

Statement to Modify Default Preference

RSVP-signaled LSPs 7 RSVP preference as described in the Junos OS MPLS
Applications Library for Routing Devices

LDP-signaled LSPs 9 LDP preference, as described in the Junos OS MPLS
Applications Library for Routing Devices

OSPF internal route 10 OSPF preference

IS-1S Level 1internal route 15 IS-1S preference

IS-IS Level 2 internal route 18 IS-IS preference

Redirects 30 -

Kernel 40 _

SNMP 50 -

Router discovery 55) —

RIP 100 RIP preference

RIPng 100 RIPng preference

PIM 105 Multicast Protocols Feature Guide for Routing Devices

DVMRP 110 Multicast Protocols Feature Guide for Routing Devices

Aggregate 130 aggregate

OSPF AS external routes 150 OSPF external-preference

IS-IS Level 1external route 160 |S-IS external-preference

IS-IS Level 2 external route 165 IS-IS external-preference

BGP 170 BGP preference, export, import

MSDP 175 Multicast Protocols Feature Guide for Routing Devices

In general, the narrower the scope of the statement, the higher precedence its preference
value is given, but the smaller the set of routes it affects. To modify the default preference
value for routes learned by routing protocols, you generally apply routing policy when
configuring the individual routing protocols. You also can modify some preferences with
other configuration statements, which are indicated in the table.
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Example: Configuring the Preference Value for BGP Routes

This example shows how to specify the preference for routes learned from BGP. Routing
information can be learned from multiple sources. To break ties among equally specific
routes learned from multiple sources, each source has a preference value. Routes that
are learned through explicit administrative action, such as static routes, are preferred
over routes learned from a routing protocol, such as BGP or OSPF. This concept is called
administrative distance by some vendors.

« Requirements on page 234

« Overview on page 234

« Configuration on page 236

« Verification on page 238

Requirements

No special configuration beyond device initialization is required before you configure this
example.

Overview

Routing information can be learned from multiple sources, such as through static
configuration, BGP, or an interior gateway protocol (IGP). When Junos OS determines a
route’s preference to become the active route, it selects the route with the lowest
preference as the active route and installs this route into the forwarding table. By default,
the routing software assigns a preference of 170 to routes that originated from BGP. Of
all the routing protocols, BGP has the highest default preference value, which means
that routes learned by BGP are the least likely to become the active route.

Some vendors have a preference (distance) of 20 for external BGP (EBGP) and a distance
of 200 for internal BGP (IGBP). Junos OS uses the same value (170) for both EBGP and
IBGP. However, this difference between vendors has no operational impact because
Junos OS always prefers EBGP routes over IBGP routes.

Another area in which vendors differ is in regard to IGP distance compared to BGP
distance. For example, some vendors assign a distance of 110 to OSPF routes. This is
higher than the EBGP distance of 20, and results in the selection of an EBGP route over
an equivalent OSPF route. In the same scenario, Junos OS chooses the OSPF route,
because of the default preference 10 for an internal OSPF route and 150 for an external
OSPF route, which are both lower than the 170 preference assigned to all BGP routes.

In a multivendor environment, you might want to change the preference value for BGP
routes so that Junos OS chooses an EBGP route instead of an OSPF route. To accomplish
this goal, one option is to include the preference statement in the EBGP configuration.
To modify the default BGP preference value, include the preferece statement, specifying
a value from O through 4,294,967,295 (2% - 1).

Q TIP: Another way to achieve multivendor compatibility is to include the
advertise-inactive statement in the EBGP configuration. This causes the
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routing table to export to BGP the best route learned by BGP even if Junos
OS did not select it to be an active route. By default, BGP stores the route
information it receives from update messages in the Junos OS routing table,
and the routing table exports only active routes into BGP, which BGP then
advertises to its peers. The advertise-inactive statement causes Junos OS to
advertise the best BGP route that is inactive because of IGP preference. When
you use the advertise-inactive statement, the Junos OS device uses the OSPF
route for forwarding, and the other vendor’s device uses the EBGP route for
forwarding. However, from the perspective of an EBGP peer in a neighboring
AS, both vendors’ devices appear to behave the same way.

Topology

In the sample network, Device R1and Device R2 have EBGP routes to each other and also
OSPF routes to each other.

This example shows the routing tables in the following cases:

. Accept the default preference values of 170 for BGP and 10 for OSPF.
« Change the BGP preference to 8.

Figure 23 on page 235 shows the sample network.

Figure 23: BGP Preference Value Topology
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CLI Quick
Configuration

Device R1

Device R2

Step-by-Step
Procedure

Configuration

To quickly configure this example, copy the following commands, paste them into a text
file, remove any line breaks, change any details necessary to match your network
configuration, and then copy and paste the commands into the CLI at the [edit] hierarchy
level.

set interfaces fe-1/2/0 unit 4 family inet address 1.12.0.1/30

set interfaces loO unit 2 family inet address 10.255.71.24/32

set protocols bgp export send-direct

set protocols bgp group ext type external

set protocols bgp group ext preference 8

set protocols bgp group ext peer-as 65000

set protocols bgp group ext neighbor 1.12.0.2

set protocols ospf area 0.0.0.0 interface fe-1/2/0.4

set protocols ospf area 0.0.0.0 interface 10.255.71.24

set policy-options policy-statement send-direct term 1 from protocol direct
set policy-options policy-statement send-direct term 1 then accept
set routing-options autonomous-system 65500

set interfaces fe-1/2/0 unit 6 family inet address 1.12.0.2/30

set interfaces loO unit 3 family inet address 10.255.14.177/32

set protocols bgp export send-direct

set protocols bgp group ext type external

set protocols bgp group ext peer-as 65500

set protocols bgp group ext neighbor 1.12.0.1

set protocols ospf area 0.0.0.0 interface fe-1/2/0.6

set protocols ospf area 0.0.0.0 interface 10.255.14.177

set policy-options policy-statement send-direct term 1 from protocol direct
set policy-options policy-statement send-direct term 1 then accept
set routing-options autonomous-system 65000

The following example requires that you navigate various levels in the configuration
hierarchy. For information about navigating the CLI, see Using the CLI Editor in Configuration
Mode in the CLI User Guide.

To configure Device R1:

1. Configure the interfaces.

[edit interfaces]
user@R1# set fe-1/2/0 unit 4 family inet address 1.12.0.1/30
user@R1# set loO unit 2 family inet address 10.255.71.24/32

2. Configure the local autonomous system.

[edit routing-options]
user@R1# set autonomous-system 65500

3.  Configure the external peering with Device R2.

[edit protocols bgp]

user@R1# set export send-direct
user@R1# set group ext type external
user@R1# set group ext preference 8
user@R1# set group ext peer-as 65000

236

Copyright © 2013, Juniper Networks, Inc.



Chapter 5: BGP Policy Configuration

Results

user@R1# set group ext neighbor 1.12.0.2
4, Configure OSPF.

[edit protocols ospf area 0.0.0.0]
user@R1# set interface fe-1/2/0.4
user@R1# set interface 10.255.71.24

5. Configure the routing policy.

[edit policy-options policy-statement send-direct term 1]
user@R1# set from protocol direct
user@R1# set then accept

From configuration mode, confirm your configuration by entering the show interfaces,
show policy-options, show protocols, and show routing-options commands. If the output
does not display the intended configuration, repeat the instructions in this example to
correct the configuration.

user@R1# show interfaces
fe-1/2/0 {
unit 4 {
family inet {
address 1.12.0.1/30;
}
1
1
lo0 {
unit 2 {
family inet {
address 10.255.71.24/32;
}
1
}

user@R1# show policy-options
policy-statement send-direct {
term1{
from protocol direct;
then accept;
}
}

user@R1# show protocols
protocols {
bgp {
export send-direct;
group ext {
type external;
preference 8;
peer-as 65000;
neighbor 1.12.0.2;
}
1
ospf {
area 0.0.0.0 {
interface fe-1/2/0.4;
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interface 10.255.71.24;
}
1
}

user@R1# show routing-options
autonomous-system 65500;

If you are done configuring the device, enter commit from configuration mode.
Repeat these steps on Device R2.

Verification

Confirm that the configuration is working properly.

Verifying the Preference

Purpose Make sure that the routing tables on Device R1 and Device R2 reflect the fact that Device
R1is using the configured EBGP preference of 8, and Device R2 is using the default EBGP
preference of 170.

Action From operational mode, enter the show route command.

user@R1> show route
inet.0: 5 destinations, 7 routes (56 active, 0 holddown, O hidden)
+ = Active Route, - = Last Active, * = Both

1.12.0.0/30 *[Direct/0] 3d 07:03:01
> via fe-1/2/0.4
[BGP/8] 01:04:49, localpref 100
AS path: 65000 1
> to 1.12.0.2 via fe-1/2/0.4
1.12.0.1/32 *[Local/0] 3d 07:03:01
Local via fe-1/2/0.4
10.255.14.177/32  *[BGP/8] 01:04:49, localpref 100
AS path: 65000 1
> to 1.12.0.2 via fe-1/2/0.4
[OSPF/10] 3d 07:02:16, metric 1
> to 1.12.0.2 via fe-1/2/0.4
10.255.71.24/32 *[Direct/0] 3d 07:03:01
> via 100.2
224.0.0.5/32 *[OSPF/10] 5d 03:42:16, metric 1
MultiRecv

user@R2> show route
inet.0: 5 destinations, 7 routes (56 active, 0 holddown, O hidden)
+ = Active Route, - = Last Active, * = Both

1.12.0.0/30 *[Direct/0] 3d 07:03:30
> via fe-1/2/0.6
[BGP/170] 00:45:36, localpref 100
AS path: 65500 1
> to 1.12.0.1 via fe-1/2/0.6
1.12.0.2/32 *[Local/0] 3d 07:03:30
Local via fe-1/2/0.6
10.255.14.177/32  *[Direct/0] 3d 07:03:30
> via 100.3
10.255.71.24/32 *[0SPF/10] 3d 07:02:45, metric 1
> to 1.12.0.1 via fe-1/2/0.6
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[BGP/170] 00:45:36, localpref 100
AS path: 65500 I
> to 1.12.0.1 via fe-1/2/0.6
224.0.0.5/32 *[0SPF/10] 5d 03:42:45, metric 1
MultiRecv

Meaning The output shows that on Device R1, the active path to Device R2's loopback interface
(10.255.14.177/32) is a BGP route. The output also shows that on Device R2, the active
path to Device R1's loopback interface (10.255.71.24/32) is an OSPF route.

Related . Route Preferences Overview
Documentation
. Understanding External BGP Peering Sessions on page 19

« BGP Configuration Overview

Example: Configuring BGP Path Selection

« Understanding BGP Path Selection on page 239
- Example: Ignoring the AS Path Attribute When Selecting the Best Path on page 242

Understanding BGP Path Selection

For each prefix in the routing table, the routing protocol process selects a single best
path. After the best path is selected, the route is installed in the routing table. The best
path becomes the active route if the same prefix is not learned by a protocol with a lower
(more preferred) global preference value, also known as the administrative distance.
The algorithm for determining the active route is as follows:

1. Verify that the next hop can be resolved.

2. Choose the path with the lowest preference value (routing protocol process
preference).

Routes that are not eligible to be used for forwarding (for example, because they were
rejected by routing policy or because a next hop is inaccessible) have a preference of
—1and are never chosen.

3. Prefer the path with higher local preference.
For non-BGP paths, choose the path with the lowest preference2 value.

4. If the accumulated interior gateway protocol (AIGP) attribute is enabled, prefer the
path with the lower AIGP attribute.

5. Prefer the path with the shortest autonomous system (AS) path value (skipped if the
as-path-ignore statement is configured).

A confederation segment (sequence or set) has a path length of 0. An AS set has a
path length of 1.

6. Prefer the route with the lower origin code.
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1.

Routes learned from an IGP have a lower origin code than those learned from an
exterior gateway protocol (EGP), and both have lower origin codes than incomplete
routes (routes whose origin is unknown).

Prefer the path with the lowest multiple exit discriminator (MED) metric.

Depending on whether nondeterministic routing table path selection behavior is
configured, there are two possible cases:

. If nondeterministic routing table path selection behavior is not configured (that is,
if the path-selection cisco-nondeterministic statement is not included in the BGP
configuration), for paths with the same neighboring AS numbers at the front of the
AS path, prefer the path with the lowest MED metric. To always compare MEDs
whether or not the peer ASs of the compared routes are the same, include the
path-selection always-compare-med statement.

« If nondeterministic routing table path selection behavior is configured (that is, the
path-selection cisco-nondeterministic statement is included in the BGP
configuration), prefer the path with the lowest MED metric.

Confederations are not considered when determining neighboring ASs. A missing MED
metric is treated as if a MED were present but zero.

0 NOTE: MED comparison works for single path selection withinan AS
(when the route does not include an AS path), though this usage Is
uncommon.

By default, only the MEDs of routes that have the same peer autonomous systems
(ASs) are compared. You can configure routing table path selection options to obtain
different behaviors.

Prefer strictly internal paths, which include IGP routes and locally generated routes
(static, direct, local, and so forth).

Prefer strictly external BGP (EBGP) paths over external paths learned through internal
BGP (IBGP) sessions.

. Prefer the path whose next hop is resolved through the IGP route with the lowest

metric.

0 NOTE: A path is considered a BGP equal-cost path (and will be used for
forwarding) if a tie-break is performed after the previous step. All paths
with the same neighboring AS, learned by a multipath-enabled BGP
neighbor, are considered.

BGP multipath does not apply to paths that share the same MED-plus-IGP
cost yet differ in IGP cost. Multipath path selection is based on the IGP
cost metric, even if two paths have the same MED-plus-IGP cost.

If both paths are external, prefer the currently active path to minimize route-flapping.
This rule is not used if any one of the following conditions is true:
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- path-selection external-router-id is configured.
. Both peers have the same router ID.

- Either peeris a confederation peer.

- Neither path is the current active path.

12. Prefer a primary route over a secondary route. A primary route is one that belongs to
the routing table. A secondary route is one that is added to the routing table through
an export policy.

13. Prefer the path from the peer with the lowest router ID. For any path with an originator
ID attribute, substitute the originator ID for the router ID during router ID comparison.

14. Prefer the path with the shortest cluster list length. The length is O for no list.

15. Prefer the path from the peer with the lowest peer IP address.

Routing Table Path Selection

The shortest AS path step of the algorithm, by default, evaluates the length of the AS
path and determines the active path. You can configure an option that enables Junos
OS to skip this step of the algorithm by including the as-path-ignore option.

e NOTE: The as-path-ignore option is not supported for routing instances.

To configure routing table path selection behavior, include the path-selection statement:

path-selection {
(always-compare-med | cisco-non-deterministic | external-router-id);
as-path-ignore;
med-plus-igp {
igp-multiplier number;
med-multiplier number;
1
1

For a list of hierarchy levels at which you can include this statement, see the statement
summary section for this statement.

Routing table path selection can be configured in one of the following ways:

« Emulate the Cisco |IOS default behavior (cisco-non-deterministic). This mode evaluates
routes in the order that they are received and does not group them according to their
neighboring AS. With cisco-non-deterministic mode, the active path is always first. All
inactive, but eligible, paths follow the active path and are maintained in the order in
which they were received, with the most recent path first. Ineligible paths remain at
the end of the list.

As an example, suppose you have three path advertisements for the 192.168.1.0 /24
route:

- Path 1—learned through EBGP; AS Path of 65010; MED of 200
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- Path 2—learned through IBGP; AS Path of 65020; MED of 150; IGP cost of 5
- Path 3—learned through IBGP; AS Path of 65010; MED of 100; IGP cost of 10

These advertisements are received in quick succession, within a second, in the order
listed. Path 3 is received most recently, so the routing device compares it against path
2, the next most recent advertisement. The cost to the IBGP peer is better for path 2,
so the routing device eliminates path 3 from contention. When comparing paths 1and
2,therouting device prefers path 1because it is received from an EBGP peer. This allows
the routing device to install path 1as the active path for the route.

e NOTE: We do not recommend using this configuration option in your
network. It is provided solely for interoperability to allow all routing devices
in the network to make consistent route selections.

« Always comparing MEDs whether or not the peer ASs of the compared routes are the
same (always-compare-med).

« Override the rule that If both paths are external, the currently active path is preferred
(external-router-id). Continue with the next step (Step 12) in the path-selection process.

. Adding the IGP cost to the next-hop destination to the MED value before comparing
MED values for path selection (med-plus-igp).

BGP multipath does not apply to paths that share the same MED-plus-IGP cost, yet
differ in IGP cost. Multipath path selection is based on the IGP cost metric, even if two
paths have the same MED-plus-IGP cost.

Effects of Advertising Multiple Paths to a Destination

BGP advertises only the active path, unless you configure BGP to advertise multiple paths
to a destination.

Suppose a routing device has in its routing table four paths to a destination and is
configured to advertise up to three paths (add-path send path-count 3). The three paths
are chosen based on path selection criteria. That is, the three best paths are chosen in
path-selection order. The best path is the active path. This path is removed from
consideration and a new best path is chosen. This process is repeated until the specified
number of paths is reached.

Example: Ignoring the AS Path Attribute When Selecting the Best Path

If multiple BGP routes to the same destination exist, BGP selects the best path based
ontheroute attributes of the paths. One of the route attributes that affects the best-path
decision is the length of the AS paths of each route. Routes with shorter AS paths are
preferred over those with longer AS paths. Although not typically practical, some scenarios
might require that the AS path length be ignored in the route selection process. This
example shows how to configure a routing device to ignore the AS path attribute.

« Requirements on page 243

« Overview on page 243
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« Configuration on page 244
» Verification on page 249

Requirements

No special configuration beyond device initialization is required before you configure this
example.

Overview

Onexternally connected routing devices, the purpose of skipping the AS path comparison
might be to force an external BGP (EBGP) versus internal BGP (IBGP) decision to remove
traffic from your network as soon as possible. On internally connected routing devices,
you might want your IBGP-only routers to default to the local externally connected
gateway. The local IBGP-only (internal) routers skip the AS path comparison and move
down the decision tree to use the closest interior gateway protocol (IGP) gateway (lowest
IGP metric). Doing this might be an effective way to force these routers to use a LAN
connection instead of their WAN connection.

A CAUTION: Whenyou include the as-path-ignore statement on arouting device
inyour network, you might need toinclude it on all other BGP-enabled devices
in your network to prevent routing loops and convergence issues. This is
especially true for IBGP path comparisons.

In this example, Device R2 is learning about the loopback interface address on Device
R4 (4.4.4.4/32) from Device R1and Device R3. Device Rl is advertising 4.4.4.4/32 with
an AS-path of 15 4, and Device R3 is advertising 4.4.4.4/32 with an AS-path of 3 4. Device
R2 selects the path for 4.4.4.4/32 from Device R3 as the best path because the AS path
is shorter than the AS path from Device R1.

This example modifies the BGP configuration on Device R2 so that the AS-path length
is not used in the best-path selection.

Device R1 has a lower router ID (1.1.1.1) than Device R3 (1.1.1.1). If all other path selection
criteria are equal (or, as in this case, ignored), the route learned from Device R1is used.
Because the AS-path attribute is being ignored, the best path is toward Device R1because
of its lower router ID value.

Figure 24 on page 244 shows the sample topology.
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CLI Quick
Configuration

Device R1

Figure 24: Topology for Ignoring the AS-Path Lengh

Router ID: 1.1.1.1 Router ID: 3.3.3.3

AS 1 AS 3

Configuration

To quickly configure this example, copy the following commands, paste them into a text
file, remove any line breaks, change any details necessary to match your network
configuration, and then copy and paste the commands into the CLI at the [edit] hierarchy
level.

set interfaces fe-1/2/0 unit 1 family inet address 192.168.10.1/24

set interfaces fe-1/2/1 unit 10 family inet address 192.168.50.2/24

set interfaces loO unit 1 family inet address 1.1.1.1/32

set protocols bgp group ext type external

set protocols bgp group ext export send-direct

set protocols bgp group ext export send-static

set protocols bgp group ext export send-local

set protocols bgp group ext neighbor 192.168.10.2 peer-as 2

set protocols bgp group ext neighbor 192.168.50.1 peer-as 5

set policy-options policy-statement send-direct term 1 from protocol direct
set policy-options policy-statement send-direct term 1 then accept

set policy-options policy-statement send-local term 1 from protocol local
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set policy-options policy-statement send-local term 1 then accept

set policy-options policy-statement send-static term 1 from protocol static
set policy-options policy-statement send-static term 1 then accept

set routing-options static route 192.168.20.0/24 next-hop 192.168.10.2

set routing-options static route 192.168.30.0/24 next-hop 192.168.10.2

set routing-options static route 192.168.40.0/24 next-hop 192.168.50.1

set routing-options router-id 1.1.1.1

set routing-options autonomous-system 1

Device R2 set interfaces fe-1/2/0 unit 2 family inet address 192.168.10.2/24
set interfaces fe-1/2/1 unit 3 family inet address 192.168.20.2/24
set interfaces loO unit 2 family inet address 2.2.2.2/32
set protocols bgp path-selection as-path-ignore
set protocols bgp group ext type external
set protocols bgp group ext export send-direct
set protocols bgp group ext export send-static
set protocols bgp group ext export send-local
set protocols bgp group ext neighbor 192.168.10.1 peer-as 1
set protocols bgp group ext neighbor 192.168.20.1 peer-as 3
set policy-options policy-statement send-direct term 1 from protocol direct
set policy-options policy-statement send-direct term 1 then accept
set policy-options policy-statement send-local term 1 from protocol local
set policy-options policy-statement send-local term 1 then accept
set policy-options policy-statement send-static term 1 from protocol static
set policy-options policy-statement send-static term 1 then accept
set routing-options static route 192.168.50.0/24 next-hop 192.168.10.1
set routing-options static route 192.168.40.0/24 next-hop 192.168.10.1
set routing-options static route 192.168.30.0/24 next-hop 192.168.20.1
set routing-options router-id 2.2.2.2
set routing-options autonomous-system 2

Device R3 set interfaces fe-1/2/0 unit 4 family inet address 192.168.20.1/24
set interfaces fe-1/2/1 unit 5 family inet address 192.168.30.1/24
set interfaces loO unit 3 family inet address 1.1.1.1/32
set protocols bgp group ext type external
set protocols bgp group ext export send-direct
set protocols bgp group ext export send-static
set protocols bgp group ext export send-local
set protocols bgp group ext neighbor 192.168.20.2 peer-as 2
set protocols bgp group ext neighbor 192.168.30.2 peer-as 4
set policy-options policy-statement send-direct term 1 from protocol direct
set policy-options policy-statement send-direct term 1 then accept
set policy-options policy-statement send-local term 1 from protocol local
set policy-options policy-statement send-local term 1 then accept
set policy-options policy-statement send-static term 1 from protocol static
set policy-options policy-statement send-static term 1 then accept
set routing-options static route 192.168.10.0/24 next-hop 192.168.20.2
set routing-options static route 192.168.50.0/24 next-hop 192.168.20.2
set routing-options static route 192.168.40.0/24 next-hop 192.168.30.2
set routing-options router-id 3.3.3.3
set routing-options autonomous-system 3

Device R4 set interfaces fe-1/2/0 unit 6 family inet address 192.168.30.2/24
set interfaces fe-1/2/1 unit 7 family inet address 192.168.40.1/24
set interfaces loO unit 4 family inet address 4.4.4.4/32
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Device R5

Step-by-Step
Procedure

set protocols bgp group ext type external

set protocols bgp group ext export send-direct

set protocols bgp group ext export send-static

set protocols bgp group ext export send-local

set protocols bgp group ext neighbor 192.168.30.1 peer-as 3

set protocols bgp group ext neighbor 192.168.40.2 peer-as 5

set policy-options policy-statement send-direct term 1 from protocol direct
set policy-options policy-statement send-direct term 1 then accept

set policy-options policy-statement send-local term 1 from protocol local
set policy-options policy-statement send-local term 1 then accept

set policy-options policy-statement send-static term 1 from protocol static
set policy-options policy-statement send-static term 1then accept

set routing-options static route 192.168.10.0/24 next-hop 192.168.40.2

set routing-options static route 192.168.50.0/24 next-hop 192.168.40.2

set routing-options static route 192.168.40.0/24 next-hop 192.168.30.1

set routing-options router-id 4.4.4.4

set routing-options autonomous-system 4

set interfaces fe-1/2/0 unit 8 family inet address 192.168.40.2/24

set interfaces fe-1/2/1 unit 9 family inet address 192.168.50.1/24

set interfaces loO unit 5 family inet address 5.5.5.5/32

set protocols bgp group ext type external

set protocols bgp group ext export send-direct

set protocols bgp group ext export send-static

set protocols bgp group ext export send-local

set protocols bgp group ext neighbor 192.168.40.1 peer-as 4

set protocols bgp group ext neighbor 192.168.50.2 peer-as 1

set policy-options policy-statement send-direct term 1 from protocol direct
set policy-options policy-statement send-direct term 1 then accept

set policy-options policy-statement send-local term 1 from protocol local
set policy-options policy-statement send-local term 1 then accept

set policy-options policy-statement send-static term 1 from protocol static
set policy-options policy-statement send-static term 1 then accept

set routing-options static route 192.168.10.0/24 next-hop 192.168.50.2

set routing-options static route 192.168.20.0/24 next-hop 192.168.50.2

set routing-options static route 192.168.30.0/24 next-hop 192.168.40.1

set routing-options router-id 5.5.5.5

set routing-options autonomous-system 5

Configuring Device R2

The following example requires you to navigate various levels in the configuration
hierarchy. For information about navigating the CLI, see Using the CLI Editor in Configuration
Mode in the CLI User Guide.

To configure Device R2:

1. Configure the interfaces.

[edit interfaces]

user@R2# set fe-1/2/0 unit 2 family inet address 192.168.10.2/24
user@R2# set fe-1/2/1 unit 3 family inet address 192.168.20.2/24
user@R2# set loO unit 2 family inet address 2.2.2.2/32

2. Configure EBGP.
[edit protocols bgp group ext]
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user@R2# set type external

user@R2# set export send-direct

user@R2# set export send-static

user@R2# set export send-local

user@R2# set neighbor 192.168.10.1 peer-as 1
user@R2# set neighbor 192.168.20.1 peer-as 3

3.  Configure the autonomous system (AS) path attribute to be ignored in the Junos
OS path selection algorithm.

[edit protocols bgp]
user@R2# set path-selection as-path-ignore

4. Configure the routing policy.

[edit policy-options]

user@R2# set policy-statement send-direct term 1 from protocol direct
user@R2# set policy-statement send-direct term 1then accept
user@R2# set policy-statement send-local term 1 from protocol local
user@R2# set policy-statement send-local term 1then accept
user@R2# set policy-statement send-static term 1 from protocol static
user@R2# set policy-statement send-static term 1 then accept

5. Configure some static routes.

[edit routing-options static]

user@R2# set route 192.168.50.0/24 next-hop 192.168.10.1
user@R2# set route 192.168.40.0/24 next-hop 192.168.10.1
user@R2# set route 192.168.30.0/24 next-hop 192.168.20.1

6. Configure the autonomous system (AS) number and the router ID.

[edit routing-options]
user@R2# set router-id 2.2.2.2
user@R2# set autonomous-system 2

Results From configuration mode, confirm your configuration by entering the show interfaces,
show policy-options, show protocols, and show routing-options commands. If the output
does not display the intended configuration, repeat the instructions in this example to
correct the configuration.

user@R2# show interfaces
fe-1/2/0 {
unit 2 {
family inet {
address 192.168.10.2/24;
}
1
}
fe-1/2/1{
unit3{
family inet {
address 192.168.20.2/24;
}
1

1
loO {
unit 2 {
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family inet {
address 2.2.2.2/32;
}
1
}

user@R2# show policy-options
policy-statement send-direct {
term1{
from protocol direct;
then accept;
1
1
policy-statement send-local {
term1{
from protocol local;
then accept;
1
1
policy-statement send-static {
term1{
from protocol static;
then accept;
1
1

user@R2# show protocols
bgp {
path-selection as-path-ignore;
group ext {
type external;
export [ send-direct send-static send-local ];
neighbor 192.168.10.1 {
peer-as;
}
neighbor 192.168.20.1 {
peer-as 3;
}
1
1

user@R21# show routing-options

static {
route 192.168.50.0/24 next-hop 192.168.10.1;
route 192.168.40.0/24 next-hop 192.168.10.1;
route 192.168.30.0/24 next-hop 192.168.20.1;

1

router-id 2.2.2.2;

autonomous-system 2;

If you are done configuring the device, enter commit from configuration mode. Repeat
the configuration on the other devices in the network, changing the interface names and
IP addresses, as needed.
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Verification

Confirm that the configuration is working properly.

« Checking the Neighbor Status on page 249

Checking the Neighbor Status

Purpose Make sure that from Device R2, the active path to get to AS 4 is through AS 1and AS 5,
not through AS 3.

0 NOTE: To verify the functionality of the as-path-ignore statement, you might
need to run the restart routing command to force reevaluation of the active
path. Thisis because for BGP, if both paths are external, the Junos OS behavior
is to prefer the currently active path. This behavior helps to minimize
route-flapping. Use caution when restarting the routing protocol process in
a production network.

Action From operational mode, enter the restart routing command.

user@R2> restart routing
Routing protocols process started, pid 49396

From operational mode, enter the show route 4.4.4.4 protocol bgp command.

user@R2> show route 4.4.4.4 protocol bgp
inet.0: 12 destinations, 25 routes (12 active, O holddown, 4 hidden)
+ = Active Route, - = Last Active, * = Both

4.4.4.4/32 *[BGP/170] 00:00:12, localpref 100
AS path: 154 1

> to 192.168.10.1 via fe-1/2/0.2

[BGP/170] 00:00:08, localpref 100
AS path: 34 1

> to 192.168.20.1 via fe-1/2/1.3

Meaning The asterisk (*) is next to the path learned from R1, meaning that this is the active path.
The AS path for the active pathis 15 4, which is longer than the AS path (3 4) for the
nonactive path learned from Router R3.

Related . Understanding External BGP Peering Sessions on page 19

Documentation « BGP Configuration Overview

Example: Removing Private AS Numbers

« Understanding Private AS Number Removal from AS Paths on page 250

« Example: Removing Private AS Numbers from AS Paths on page 251
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Understanding Private AS Number Removal from AS Paths

By default, when BGP advertises AS paths to remote systems, it includes all AS numbers,
including private AS numbers. You can configure the software so that it removes private
AS numbers from AS paths. Doing this is useful when any of the following circumstances
are true:

. Aremote AS for which you provide connectivity is multihomed, but only to the local
AS.

« The remote AS does not have an officially allocated AS number.

. Itis not appropriate to make the remote AS a confederation member AS of the local
AS.

Most companies acquire their own AS number. Some companies also use private AS
numbers to connect to their public AS network. These companies might use a different
private AS number for each region in which their company does business. In any
implementation, announcing a private AS number to the Internet must be avoided. Service
providers can use the remove-private statement to prevent advertising private AS numbers
to the Internet.

In an enterprise scenario, suppose that you have multiple AS numbers in your company,
some of which are private AS numbers, and one with a public AS number. The one with
apublic AS number has a direct connection to the service provider. In the AS that connects
directly to the service provider, you can use the remove-private statement to filter out
any private AS numbers in the advertisements that are sent to the service provider.

A CAUTION: Changing configuration statements that affect BGP peers, such
as enabling or disabling remove-private or renaming a BGP group, resets the
BGP sessions. Changes that affect BGP peers should only be made when
resetting a BGP session is acceptable.

The AS numbers are stripped from the AS path starting at the left end of the AS path
(the end where AS paths have been most recently added). The routing device stops
searching for private ASs when it finds the first nonprivate AS or a peer’s private AS. If
the AS path contains the AS number of the external BGP (EBGP) neighbor, BGP does
not remove the private AS number.

e NOTE: As of Junos OS 10.0R2 and later, if there is a need to send prefixes to

an EBGP peer that has an AS number that matches an AS number in the AS

path, consider using the as-override statement instead of the remove-private
statement.

The operation takes place after any confederation member ASs have already been
removed from the AS path, if applicable.
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The software is preconfigured with knowledge of the set of AS numbers that is considered
private, a range that is defined in the Internet Assigned Numbers Authority (IANA) assigned
numbers document. The set of AS numbers reserved as private are in the range

from 64,512 through 65,534, inclusive.

Example: Removing Private AS Numbers from AS Paths

This example demonstrates the removal of a private AS number from the advertised AS
path to avoid announcing the private AS number to the Internet.

« Requirements on page 251

« Overview on page 251

« Configuration on page 252

« Verification on page 254

Requirements

No special configuration beyond device initialization is required before you configure this
example.

Overview

Service providers and enterprise networks use the remove-private statement to prevent
advertising private AS numbers to the Internet. The remove-private statement works in
the outbound direction. You configure the remove-private statement on a device that
has a public AS number and that is connected to one or more devices that have private
AS numbers. Generally, you would not configure this statement on a device that has a
private AS number.

Figure 25 on page 251 shows the sample topology.

Figure 25: Topology for Removing a Private AS from the Advertised AS
Path

>
N,

AS 65535 AS 100

In this example, Device R1is connected to its service provider using private AS number
65535. The example shows the remove-private statement configured on Device ISP to
prevent Device R1's private AS number from being announced to Device R2. Device R2
sees only the AS number of the service provider.
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CLI Quick
Configuration

Device R1

Device ISP

Device R2

Step-by-Step
Procedure

Configuration

To quickly configure this example, copy the following commands, paste them into a text
file, remove any line breaks, change any details necessary to match your network
configuration, and then copy and paste the commands into the CLI at the [edit] hierarchy
level.

set interfaces fe-1/2/0 unit 1 family inet address 192.168.10.1/24

set interfaces loO unit 1 family inet address 10.10.10.1/32

set protocols bgp group ext type external

set protocols bgp group ext export send-direct

set protocols bgp group ext export send-static

set protocols bgp group ext peer-as 100

set protocols bgp group ext neighbor 192.168.10.10

set policy-options policy-statement send-direct term 1 from protocol direct
set policy-options policy-statement send-direct term 1 then accept

set policy-options policy-statement send-static term 1 from protocol static
set policy-options policy-statement send-static term 1 then accept

set routing-options static route 192.168.20.0/24 next-hop 192.168.10.10

set routing-options autonomous-system 65535

set interfaces fe-1/2/0 unit 2 family inet address 192.168.10.10/24
set interfaces fe-1/2/1 unit 3 family inet address 192.168.20.20/24
set interfaces loO unit 2 family inet address 10.10.0.1/32

set protocols bgp group ext type external

set protocols bgp group ext neighbor 192.168.10.1 peer-as 65535
set protocols bgp group ext neighbor 192.168.20.1 remove-private
set protocols bgp group ext neighbor 192.168.20.1 peer-as 200
set routing-options autonomous-system 100

set interfaces fe-1/2/0 unit 4 family inet address 192.168.20.1/24

set interfaces loO unit 3 family inet address 10.10.20.1/32

set protocols bgp group ext type external

set protocols bgp group ext export send-direct

set protocols bgp group ext export send-static

set protocols bgp group ext peer-as 100

set protocols bgp group ext neighbor 192.168.20.20

set policy-options policy-statement send-direct term 1 from protocol direct
set policy-options policy-statement send-direct term 1 then accept

set policy-options policy-statement send-static term 1 from protocol static
set policy-options policy-statement send-static term 1 then accept

set routing-options static route 192.168.10.0/24 next-hop 192.168.20.20
set routing-options autonomous-system 200

Device ISP

The following example requires you to navigate various levels in the configuration
hierarchy. For information about navigating the CLI, see Using the CLI Editor in Configuration
Mode in the CLI User Guide.

To configure Device ISP:

1. Configure the interfaces.

[edit interfaces]
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user@ISP# set fe-1/2/0 unit 2 family inet address 192.168.10.10/24
user@ISP# set fe-1/2/1 unit 3 family inet address 192.168.20.20/24
user@ISP# set loO unit 2 family inet address 10.10.0.1/32

2. Configure EBGP.

[edit protocols bgp group ext]

user@ISP# set type external

user@ISP# set neighbor 192.168.10.1 peer-as 65535
user@ISP# set neighbor 192.168.20.1 peer-as 200

3. For the neighbor in autonomous system (AS) 200 (Device R2), remove private AS
numbers from the advertised AS paths.

[edit protocols bgp group ext]
user@ISP# set neighbor 192.168.20.1 remove-private

4. Configure the AS number.

[edit routing-options]
user@ISP# set autonomous-system 100

Results From configuration mode, confirm your configuration by entering the show interfaces,
show protocols, and show routing-options commands. If the output does not display the
intended configuration, repeat the instructions in this example to correct the configuration.

user@ISP# show interfaces
fe-1/2/0 {
unit 2 {
family inet {
address 192.168.10.10/24;
}
1
1
fe-1/2/1{
unit3 {
family inet {
address 192.168.20.20/24;
}
1
1
lo0 {
unit 2 {
family inet {
address 10.10.0.1/32;
}
1
}

user@ISP# show protocols
bgp {
group ext {
type external;
neighbor 192.168.10.1 {
peer-as 65535;
}
neighbor 192.168.20.1 {
remove-private;
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Purpose

Action

peer-as 200;
}
1
}

user@ISP# show routing-options
autonomous-system 100;

If you are done configuring the device, enter commit from configuration mode. Repeat
the configuration on Device R1 and Device R2, changing the interface names and IP
address, as needed, and adding the routing policy configuration.

Verification

Confirm that the configuration is working properly.

» Checking the Neighbor Status on page 254
« Checking the Routing Tables on page 255
« Checking the AS Path When the remove-private Statement Is Deactivated on page 255

Checking the Neighbor Status

Make sure that Device ISP has the remove-private setting enabled in its neighbor session
with Device R2.

From operational mode, enter the show bgp neighbor 192.168.20.1 command.

user@1SP> show bgp neighbor 192.168.20.1
Peer: 192.168.20.1+179 AS 200 Local: 192.168.20.20+60216 AS 100

Type: External State: Established Flags: <ImportEval Sync>

Last State: OpenConfirm Last Event: RecvKeepAlive

Last Error: None

Options: <Preference RemovePrivateAS PeerAS Refresh>

Holdtime: 90 Preference: 170

Number of flaps: 0O

Peer 1D: 10.10.20.1 Local ID: 10.10.0.1 Active Holdtime: 90

Keepalive Interval: 30 Peer index: O

BFD: disabled, down

Local Interface: fe-1/2/1.3

NLRI for restart configured on peer: inet-unicast

NLRI advertised by peer: inet-unicast

NLRI for this session: inet-unicast

Peer supports Refresh capability (2)

Stale routes from peer are kept for: 300

Peer does not support Restarter functionality

NLRI that restart is negotiated for: inet-unicast

NLRI of received end-of-rib markers: inet-unicast

NLRI of all end-of-rib markers sent: inet-unicast

Peer supports 4 byte AS extension (peer-as 200)

Peer does not support Addpath

Table inet.0 Bit: 10001
RIB State: BGP restart is complete
Send state: in sync
Active prefixes:
Received prefixes:
Accepted prefixes:
Suppressed due to damping:
Advertised prefixes:

P OMNWEER
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Last traffic (seconds): Received 10 Sent 16 Checked 55

Input messages: Total 54 Updates 3 Refreshes 0 Octets 1091
Output messages: Total 54 Updates 1 Refreshes 0 Octets 1118
Output Queue[0]: O

Meaning The RemovePrivateAS option shows that Device ISP has the expected setting.

Checking the Routing Tables

Purpose Make sure that the devices have the expected routes and AS paths.

Action From operational mode, enter the show route protocol bgp command.

user@R1> show route protocol bgp
inet.0: 5 destinations, 5 routes (56 active, 0 holddown, O hidden)
+ = Active Route, - = Last Active, * = Both

10.10.20.1/32 *[BGP/170] 00:28:57, localpref 100
AS path: 100 200 1
> to 192.168.10.10 via fe-1/2/0.1

user@ISP> show route protocol bgp

inet.0: 7 destinations, 11 routes (7 active, 0 holddown, 2 hidden)
+ = Active Route, - = Last Active, * = Both

10.10.10.1/32 *[BGP/170] 00:29:40, localpref 100
AS path: 65535 1
> to 192.168.10.1 via fe-1/2/0.2

10.10.20.1/32 *[BGP/170] 00:29:36, localpref 100
AS path: 200 1
> to 192.168.20.1 via fe-1/2/1.3
192.168.10.0/24 [BGP/170] 00:29:40, localpref 100

AS path: 65535 1
> to 192.168.10.1 via fe-1/2/0.2
192.168.20.0/24 [BGP/170] 00:29:36, localpref 100
AS path: 200 1
> to 192.168.20.1 via fe-1/2/1.3

user@R2> show route protocol bgp
inet.0: 5 destinations, 5 routes (5 active, 0 holddown, O hidden)

+ = Active Route, - = Last Active, * = Both
10.10.10.1/32 *[BGP/170] 00:29:53, localpref 100
AS path: 100 1

> to 192.168.20.20 via fe-1/2/0.4

Meaning Device ISP has the private AS number 65535 in its AS path to Device R1. However, Device
ISP does not advertise this private AS number to Device R2. This is shown in the routing
table of Device R2. Device R2’s path to Device R1 contains only the AS number for Device
ISP.

Checking the AS Path When the remove-private Statement Is Deactivated

Purpose \Verify that without the remove-private statement, the private AS number appears in
Device R2’s routing table.
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Action From configuration mode on Device ISP, enter the deactivate remove-private command
and then recheck the routing table on Device R2.

[protocols bgp group ext neighbor 192.168.20.1]
user@ISP# deactivate remove-private
user@ISP# commit

user@R2> show route protocol bgp
inet.0: 5 destinations, 5 routes (5 active, 0 holddown, O hidden)
+ = Active Route, - = Last Active, * = Both

10.10.10.1/32 *[BGP/170] 00:00:54, localpref 100
AS path: 100 65535 1
> to 192.168.20.20 via fe-1/2/0.4

Meaning Private AS number 65535 appears in Device R2’s AS path to Device R1.

Related . Understanding External BGP Peering Sessions on page 19

Documentation « BGP Configuration Overview

Example: Overriding the Default BGP Routing Policy on PTX Series Packet Transport
Routers

« Understanding the Default BGP Routing Policy on Packet Transport Routers on page 256

« Example: Overriding the Default BGP Routing Policy on PTX Series Packet Transport
Routers on page 258

Understanding the Default BGP Routing Policy on Packet Transport Routers

On PTX Series Packet Transport Routers, the default BGP routing policy differs from that
of other Junos OS routing devices.

The PTX Series routers are MPLS transit platforms that do IP forwarding, typically using
interior gateway protocol (IGP) routes. The PTX Series Packet Forwarding Engine (PFE)
can accommodate a relatively small number of variable-length prefixes.

e NOTE: A PTX Series router can support full BGP routes in the control plane
so that it can be used as a route reflector (RR). It can do exact-length lookup
multicast forwarding and can build the multicast forwarding plane for use
by the unicast control plane (for example. to perform a reverse-path
forwarding lookup for multicast).

Given the PFE limitation, the default routing policy for PTX Series routers is for BGP routes
not to be installed in the forwarding table. You can override the default routing policy
and select certain BGP routes to install in the forwarding table.
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The default behavior for load balancing and BGP routes on PTX Series routers is as
follows. It has the following desirable characteristics:

« Allows you to override the default behavior without needing to alter the default policy
directly

. Reduces the chance of accidental changes that nullify the defaults

. Sets no flow-control actions, such as accept and reject

The default routing policy on the PTX Series routers is as follows:

user@host# show policy-options | display inheritance defaults no-comments
policy-options {
policy-statement junos-ptx-series-default {
termt1{
from {
protocol bgp;
rib inet.O;
1
then no-install-to-fib;
}
termt2 {
from {
protocol bgp;
rib inet6.0;
1
then no-install-to-fib;
}
termt3{
then load-balance per-packet;
}
1
1
routing-options {
forwarding-table {
default-export junos-ptx-series-default;
1
1
user@host# show routing-options forwarding-table default-export | display inheritance
defaults no-comments
default-export junos-ptx-series-default;

As shown here, the junos-ptx-series-default policy is defined in [edit policy-options]. The
policy is applied in [edit routin